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Editorial for the Special Issue on Robust and 
Reliable Power Electronics

AS power electronic systems are gradually gaining more 
and more important status in a wide range of applica-

tions, their reliability has become an important issue for the 
manufacturers. In recent years, the automotive and aerospace 
industries have brought more stringent reliability constraints 
on power electronic systems, because of safety requirements 
but also because such systems becomes much more electrified. 
The industrial and energy sectors are also following the same 
trend, and a lot of efforts are being devoted to improving pow-
er electronic systems in order to account for reliability with 
cost-effective combined with sustainable solutions. A paradigm 
shift in reliability research and engineering in power electronics 
is going on in terms of the design methodologies, reliability 
testing concepts, and robustness validation approaches [1], [2] 
and Fig. 1 illustrates the important aspects of modern reliability 
engineering in power electronics, which need to be mastered for 
future products.  

Research on active switching devices, passive components, 
and interconnections is of high interest in order to have a bet-
ter understanding on the component-level reliability physics 
and this is naturally extended to system-level reliability based 
on component level reliability physics. Furthermore, with the 
consideration of reliability as performance, the existing or new 
power converter topologies and control schemes need to be 
studied in multi-physics domains to optimize their design. Fur-
ther on fault-tolerant design and prognostic health management 
are also interesting research areas to provide additional oppor-
tunities to ensure the reliable field operation of power electronic 
systems, especially in reliability-critical applications. However, 
the more easy interconnection – eg. IoT will make such things 
commodity in almost all kind of products. At the same time 
emerging technologies like GaN and SiC devices call constant-
ly for new life time models, new test methods to understand the 
devices fully as well as doing better integration in order to keep 
the pace and launch strong products to a power electronics mar-
ket, which is booming for the moment as a part of making the 
society more sustainable.

The purpose of this Special Issue is to review the state-of-the-
artin the Robust and Reliable Power Electronics fields and to 
disseminate the recent advancements in Reliability Engineering 
and how to approach it from device to systems. It is my believe 
this field is one of the very emerging topics in the next decade 
and it needs a very multidisciplinary efforts to achieve the goal.

This Special Issue on Robust and Reliable Power Electronics 
has collected 3 papers from basic reliability engineering to more 
system engineering in terms of control and operation. 

The first paper entitled “Enhancing PV Inverter Reliability 
with Battery System Control Strategy” is written by Dr. Ariya 

Sangwongwanich and colleagues from Aalborg University 
(Denmark) and colleagues from RWTH Aachen (Germany) 
where different operation, and control strategies for a photovol-
taic (PV) system also having a battery energy storage system 
are discussed. It is a system engineering paper and the analysis 
shows that with a proper control of the battery-PV system much 
higher reliability can be achieved for the grid connected con-
verter.

The second paper is authored by Dr. Alessandro Soldati and 
his colleagues from  University of Parma (Italy) and it has the 
title of “Electric-vehicle Power Converters Model-based Design 
for Reliability”. This paper is proposing a design for reliability 
approach in EV’s where they are especially studying different 
driving cycles impact on the thermal aging of the power elec-
tronic devices. They are also discussing how active thermal 
control in the drive train can increase the expected life time on 
the power electronics. Further – the variation of the components 
are treated in order to take a statistical approach for the analysis.

The third paper on “Analysis of Electromagnetic Transient 
Characteristics of Doubly-fed Induction Generator Under Grid 
Voltage Swell” is contributed by Mr. Yonghong Deng and his 
colleagues from China University of Petroleum (China) and it 
is dealing with the control issues of a DFIG-based wind turbine 
system when transients are occurring in the grid – if they are not 
properly handled failure will occur in the wind turbine system 
and thereby having poor reliability. Both simulations and exper-
imental results are provided to support the theory presented. 

Fig. 1.  Main areas in modern reliability engineering in power electronics – 
from components to control and monitoring of products in the field.
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Abstract—The increasing integration of Photovoltaic (PV) and 
Battery Energy Storage Systems (PV-BESS) adds more power 
control flexibility of the PV systems. This offers an opportunity 
to improve the PV inverter reliability, where the loading of the 
PV inverter can be modified through the operation of the battery 
system (e.g., charge/discharge). In that case, the control strategy 
of battery systems will affect the PV inverter loading and thereby 
also the reliability. This paper investigates the potential solution to 
enhance the PV inverter reliability through the control of battery 
system, where three self-consumption control strategies are con-
sidered. The impact of the battery system control strategies on the 
PV inverter reliability is analyzed with the mission profile of a 6-kW 
PV-BESS installed in Germany. The evaluation results indicate 
that limiting the maximum charging power of the battery system 
has high potential to enhance the PV inverter reliability, where 
the damage of power devices in the inverter can be reduced by ap-
proximately 50%.

Index Terms—Battery, control strategy, lifetime, mission profile, 
PV inverters, reliability, self-consumption.

i. introduction

TO further increase the penetration level of Photovoltaic 
(PV) systems, a significant reduction in the cost of PV 

energy is still demanded. It is recommended in [1] that the 
cost of PV energy should be reduced by a factor of around 
three in the near future (e.g., from 0.18 USD/kWh in 2016 
to 0.05 USD/kWh by 2030 for residential PV systems in the 
US) to increase the competitiveness of PV systems. This is a 
challenging target, which requires improving PV systems in 
several aspects. Among those, the PV inverter reliability is 
one of the areas that should be enhanced [1]. From the field 
experience, the PV inverter is one of the most fragile parts in 
PV systems and it is responsible for a majority of unexpect-
ed failure events [2]. As a consequence, such an event results 

in higher maintenance cost as well as PV energy yield losses, 
and eventually, increasing the cost of PV energy. Therefore, 
enhancing the reliability of PV inverters has high potential to 
bring down the cost of PV energy. 

The reliability of PV inverters (and power electronics in gen-
eral) is strongly affected by the system operating condition (also 
referred to as the mission profile) [3]. In that regard, the control 
strategy of PV systems inevitably affects the PV inverter reli-
ability, as it changes the operating conditions. Nevertheless, the 
relationship increases the awareness of control for reliability. In 
the literature, many attempts have been made in recent years to 
enhance the PV inverter reliability. For instance, in [4], a control 
strategy to limit the maximum feed-in power of the PV inverter 
has been discussed, and its contribution to the inverter reliability 
improvement has been analyzed in [5]. Another control strat-
egy to reduce the thermal loading fluctuation of PV inverters 
was proposed in [6], where the maximum power point tracking 
algorithm is modified during the fast change in the solar irradi-
ance condition. In both control strategies, there is a trade-off be-
tween the improvement in the PV inverter reliability and the PV 
energy yield loss, since the PV power extraction is intentionally 
reduced (power curtailment) to alleviate the thermal loading of 
PV inverters. In some cases, the effectiveness of those control 
strategies is thus limited, considering the overall cost of energy 
[5].

Recently, the integration of PV and Battery Energy Storage 
Systems (PV-BESS) has become more economical-viable due 
to the declining cost of battery systems and the supportive 
policies [7]. For instance, in recent years, more than 40% of 
residential PV systems in Germany have been installed with 
battery systems, where self-consumption schemes are wide-
ly adopted [8], [9]. With the integration of battery systems, 
more control flexibilities of the PV system is enabled. In that 
case, the loading of PV inverters can be reduced by storing a 
certain amount of PV energy in the battery, instead of being 
curtailed, as it is illustrated in Fig. 1. This thus offers a possi-
bility to enhance the PV inverter reliability without a loss of 
the total energy production. Hereby, the control strategies for 
battery systems are important to maintain the energy yield or 
the power flow, which affects the PV inverter loading and thus 
its reliability. Considering the PV self-consumption scheme, 
there are several battery system control strategies [10]-[13], 
whose impacts have also been investigated and compared for 
several aspects (e.g., battery lifetime, grid-relieving effect) in 
the literature [14]-[17]. However, the influence on the PV in-
verter reliability has not been explored yet.
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In this paper, the impact of battery system control strate-
gies on the PV inverter reliability is analyzed. The analysis 
is carried out on a 6-kW PV-BESS with a PV self-consump-
tion scheme. The control strategies for battery systems are 
described in Section III, and the impact on the PV inverter 
loading is discussed in Section IV. Then, a reliability assess-
ment of the PV inverter is carried out in Section V, where the 
mission profile of the PV-BESS installed in Germany is con-
sidered. Finally, concluding remarks are given in Section VI.

ii. SyStem deScription oF pV-BeSS
In this paper, a single-phase PV-BESS is considered, as 

shown in Fig. 2, where the battery system is connected to the 
DC-link of the PV system, being a DC-coupled configura-
tion. The system parameters are given in TABLE I.

A. PV Arrays and Converter

PV arrays are the main power source of the system. Since 
the PV array characteristic is strongly dependent on the envi-
ronmental conditions (e.g., the solar irradiance and tempera-
ture), a Maximum Power Point Tracking (MPPT) operation 
is normally employed to maximize the PV energy yield. This 
is achieved through the control of the PV converter (e.g., the 
DC-DC converter), which regulates the PV array voltage 
at the Maximum Power Point (MPP), and the extracted PV 
power is then delivered to the DC-link [18].

B. Battery and Converter

For the DC-coupled configuration, the battery system is 
connected to the DC-link in parallel with the PV converter.  
Here, the battery system adds more power control flexibility, 
where the self-consumption control scheme can be imple-
mented. The charging and discharging of the battery (i.e., bi-
directional power flow) is achieved by controlling the battery 
converter (e.g., the bidirectional DC-DC converter). In this 
paper, the battery system parameters are designed according 
to the recommendation in [19], where the ratio between the 
battery capacity and the PV array rated power (kWh/kWp) is 
selected as 1:1.

C. PV Inverter

The PV inverter is the interface between the DC-link and 

the point of common coupling. The total power at the DC-
link, depending on the PV array output power and the battery 
power, should be delivered to the grid and/or load through 
the PV inverter. The DC-link voltage of the inverter is regu-
lated to be constant through the control of the output AC cur-
rent. Moreover, the injected current should be synchronized 
with the grid voltage, e.g., by means of phase-locked loops 
[20]. In this paper, a single-phase full-bridge PV inverter is 
used, as it is shown in Fig. 2. The power devices, whose re-
liability is considered, are Insulated-Gate Bipolar Transistor 
(IGBT) devices from [21]. Regarding the cooling system de-
sign, the heat sink is selected to limit the junction tempera-
ture of the power devices at 90 ºC when the inverter operates 
at the rated power (i.e., 6 kW) and the ambient temperature 
is 50 ºC.

iii. control Strategy oF pV SelF-conSumption

The basic concept of the PV self-consumption is to locally 
consume the generated PV electricity within the household, 
instead of drawing the electricity from the grid to supply 
the loads. The Self-Consumption Rate (SCR) is normally 
defined as the ratio between the self-consumed energy Es-
elf and the generated PV energy Epv: SCR = Eself / Epv [13]. 
Clearly, the higher the SCR is, the better the utilization of 
PV energy for local consumption will be. With battery sys-
tems, the surplus PV power during the day can be stored in 
the battery, and it will be used to supply the loads during 
nights. As a result, the SCR of the PV systems can be in-
creased. Several battery system control strategies to realize 
the self-consumption operation are available in the literature. 
The operational principle of different control strategies will 
be discussed in the following, where the one-day PV power 

Fig. 1.  Power flow of PV system with integrated battery system (Ppv: PV 
array output power, Pbat: battery power, Pinv: PV inverter input power, Pload: 
load consumption, and Pgrid: power exchanged with the grid).
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TABLE I
parameterS oF the Single-phaSe pV-BeSS (Fig. 2)

PV array rated power
Battery capacity
Battery converter rated power
PV inverter rated power
DC-link capacitor
LC-filter
Switching frequency
DC-link voltage
Grid voltage (RMS)
Grid nominal frequency

6 kW
6 kWh
3 kW
6 kW

Cdc = 1100 μF
Linv = 4.8 mH, Cf = 4.3 μF

Full-Bridge inverter: finv = 10 kHz
v*dc = 450 V
Vg = 230 V

ω0 = 2π × 50 rad/s

Fig. 2.  System description of PV system with battery energy storage system 
(PV-BESS), where the battery system is connected to the DC-link.
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and load profiles in Fig. 3 are considered.

A. Maximizing Self-Consumption

The most commonly-used battery system control strate-
gy within the self-consumption scheme is the maximizing 
self-consumption method [13]. In this control strategy, the 
battery is charged as soon as the PV power production is 
higher than the load demand, as it is demonstrated by simu-
lations in Fig. 4. By doing so, it can be ensured that the SCR 
of the PV-BESS is maximized, which is the advantage of 
this control strategy. However, this control strategy usually 
leads to a situation where the battery is fully charged before 
noon (especially during summer) [15], as it can be seen in 
Fig. 4(b) from the State of Charge (SOC) of the battery. This 
is undesirable from the grid integration perspective, since 
the battery system cannot contribute to the PV peak power 
reduction (e.g., the battery is fully charged before midday). 
Additionally, the early fully charged batteries will lead to a 
high average SOC during operation. This will accelerate the 
calendar aging of some types of batteries (i.e., lithium-ion 
batteries), which limits the battery lifetime [22].

B. Delaying Charging Period

To tackle the above issues, a control strategy that delays 
the charging period of the battery system has been discussed in 
[12]. In this control strategy, the battery will not be charged 
immediately when the surplus PV power becomes positive. 
In contrast, the battery will be charged after a certain time 
period in a way to shift the charging period from the early 
morning to midday. An operational example of the delaying 
charging period control strategy is shown in Fig. 5, where 
the battery is allowed to be charged after 9:00. In this case, 
the battery is fully charged around 12:00.

Compared with the maximizing self-consumption control 
strategy in Fig. 4, the time duration where the battery SOC 
is kept at 100% is reduced with this control strategy. Thus, 
the average SOC of the battery is effectively reduced. As a 
consequence, the lifetime of the battery can be improved and 
at the same time a certain amount of PV peak power injected 
into the grid is reduced. However, this control strategy may 
reduce the SCR in the case of a low solar irradiance condi-
tions (e.g., during winter period), where the battery may not 
be fully charged by the end of the day (e.g., less load during 
night can be supplied by the PV energy). In that case, the PV 

energy is not fully utilized for local consumption.

C. Limiting Charging Power

Limiting the charging power of the battery is another pos-
sible solution to avoid the battery to be fully charged early 
in the day. In this control strategy, the maximum battery 
charging power is limited to a certain value [11]. When the 
surplus PV power is higher than the charging power limit, 
the battery will be charged with a constant power corre-
sponding to the maximum power limit, while the rest of the 
surplus PV power will be delivered to the grid. The opera-
tion of this control strategy is demonstrated in Fig. 6, where 
the maximum charging power of the battery is kept at 30% 
of the battery converter power rating (i.e., the maximum 

Fig. 3.  Example of the PV power production and load profiles during a day.
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Fig. 5. Operation principle of the PV-BESS with the delaying charging peri-
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charging power is 900 W). As a result, the battery charging 
time is prolonged, where the battery is fully charged around 
14:00.

The limiting charging power control strategy can effectively 
reduce the average SOC of the battery, as it can be seen from 
the battery SOC in Fig. 6(b). However, its contribution to the 
grid-relieving is limited, since a part of the surplus power is 
injected to the grid due to the limited battery charging power. 
Moreover, it also shares the same drawback with the delaying 
charging period method, where the SCR may be reduced during 
a low irradiance day.

iV. impact oF Battery SyStem control Strategy on 
pV inVerter loading

In this section, the impact of battery system control strat-
egies on the PV inverter loading is analyzed. There are sev-
eral quantities to map the PV inverter loading: 1) the input 
power of PV inverters, 2) the thermal stress of the power de-
vices, and 3) the damage of the power devices, which can be 

obtained following the procedure in Fig. 7. This procedure 
will be explained in details.

A. Input Power of PV Inverters

The input power of the PV inverter Pinv can be used to 
represent the system-level loading of the PV inverter. For 
the PV-BESS, the input power of the PV inverter Pinv can be 
obtained by subtracting the PV array output power Ppv with 
the battery power Pbat. Therefore, the battery system control 
strategy (discussed in Section III) will determine the battery 
power, as it is shown in Fig. 7.

Here, the impact of battery system control strategies on 
the input power of the PV inverters is demonstrated by using 
the one-day PV power and load profiles in Fig. 3. The input 
power of the PV inverter with the maximizing self-consump-
tion control strategy is demonstrated in Fig. 8(a), where the 
battery power profile in Fig. 4(a) is used. It can be seen that 
the maximizing self-consumption control strategy can reduce 
the input power of the PV inverter during the early morning, 
which corresponds to the charging time period of the battery. 
However, the PV inverter will experience similar peak load-
ing periods during noon as the case of PV inverters without 
battery system, since the batteries have been fully charged 
before noon and thus the PV peak-power cannot be stored.

On the other hand, the loading of PV inverters during 
the PV peak power generation period can be reduced with 

Fig. 8. Loading of the PV inverter with the maximizing self-consumption 
control strategy: (a) PV inverter power Ppv , (b) the thermal cycle amplitude 
of the power device ΔTj, and (c) the damage accumulation of the power de-
vice.
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the delaying charging period control strategy, as it can be 
seen in Fig. 9(a). In this case, the PV inverter loading starts 
decreasing after 9:00, which is the time when the battery sys-
tem starts the operation (i.e., Fig. 5(a)). Therefore, a certain 
amount of PV power during noon is stored in the battery, and 
thus the peak load of the PV inverter can be reduced to some 
extent.

Similarly, the limiting charging power control strategy con-
tributes also to the peak load reduction of the PV inverters. The 
input power of the PV inverters under this control strategy is 
demonstrated in Fig. 10(a). It can be seen in Fig. 10(a) that 
the loading of the PV inverter is reduced with the power dif-
ference corresponding to the maximum charging power. In 
this case, the load reduction starts from early morning until 
afternoon, corresponding to the battery charging time period.

Notably, the input power of the PV inverter during night 
is similar for all battery control strategies, since they share 
the same discharging control strategy (e.g., discharging as 
soon as the surplus power becomes negative). In that case, 
the loading of PV inverters will be increased during nights, 
as the battery is discharged to supply the load through the PV 
inverter.

B. Thermal Stress of Power Devices

The thermal stress of power devices is another quantity 
that can be used to indirectly assess the reliability. Thus, 
the impact of battery system control strategies on the PV 

inverter reliability can be analyzed considering the thermal 
stress of the power devices [23]. From the input power of the 
PV inverter, the thermal stress of the power devices can be 
obtained using the loss and thermal models of the power de-
vice, as it is shown in Fig. 7. Notably, the translation from the 
input power to the power loss and thermal stress is normally 
realized through a look-up table in order to handle long-term 
simulations (e.g., one-year mission profile). More details 
about the mission profile translation has been provided in 
[24]. For IGBT power devices, the cycle amplitude ΔTj of 
the junction temperature is the main stress factor that induces 
wear-out failures after a number of cycles (e.g., resulting in 
bond-wire lift-off) [3].

The thermal stress of the power device under different bat-
tery system control strategies is determined by translating the 
input power of the PV inverter in Fig. 8(a), Fig. 9(a), and 
Fig. 10(a) into the junction temperature of the power device 
(e.g., the cycle amplitude) following Fig. 7. In general, the 
thermal stress of the power device has a similar tendency as 
the input power profile of the PV inverter. More specifically, 
the cycle amplitude of the power device decreases signifi-
cantly in the early morning with the maximizing self-con-
sumption control strategy, as it is shown in Fig. 8(b). In the 
case of the delaying charging period control strategy, the 
thermal stress of the power device starts decreasing after the 
battery system is activated (i.e., after 9:00), as it is shown in 
Fig. 9(b). For the limiting charging power control strategy, 
the thermal stress in the power device reduces from the early 

A. SANGWONGWANICH et al.: ENHANCING PV INVERTER RELIABILITY WITH BATTERY SYSTEM CONTROL STRATEGY

Fig. 9.  Loading of the PV inverter with the delaying charging period con-
trol strategy: (a) PV inverter power Ppv , (b) the thermal cycle amplitude of 
the power device ΔTj, and (c) the damage accumulation of the power device.

A
cc

um
ul

at
ed

 d
am

ag
e 

(1
0-4

)
Cy

cl
e 

am
pl

itu
de

 Δ
T j

 (°
C)

PV
 in

ve
rte

r p
ow

er
 (k

W
)

0 4 8 12 16 20 24

PV inverter without
battery system

PV inverter without
battery system

PV inverter without
battery system

Delaying
charging period

Delaying
charging period

Delaying
charging period

39 %

(a)

(b)

(c)
Time (hours)

2.0

1.6

1.2

0.8

0.4

0.0

30
25
20
15
10
5
0

6
5
4
3
2
1
0

Fig. 10.  Loading of PV the inverter with limiting charging power control 
strategy: (a) PV inverter power Ppv , (b) the thermal cycle amplitude of the 
power device ΔTj, and (c) the damage accumulation of the power device.
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morning until the afternoon, covering the PV peak power 
generation period, as it is shown in Fig. 10(b).

C. Damage Evaluation of Power Devices

For power devices, one main wear-out failure mecha-
nism is related to the thermal cycling, which can cause the 
bond-wire lift-off after a number of thermal cycles [25]. 
Therefore, a cycle counting algorithm such as the rainflow 
analysis needs to be applied to the thermal stress profile in 
order to obtain the thermal cycling information. Normally, it 
is assumed that the contribution of each thermal cycle to the 
failure, also referred to as damage, is accumulated linearly 
and independently during operation (i.e., using the Miner’s 
rule) [3]. For instance, the accumulated damage in the power 
device during operation is calculated as

 (1)

where AD is the accumulated damage of the power device. ni 
is the number of cycles for a certain thermal stress condition 
(e.g., the cycle amplitude ΔTj, the mean value Tjm, and the 
cycle period ton), which is obtained from the cycle counting 
algorithm. Nfi is the number of cycles to failure at a certain 
stress condition, which can be calculated from the lifetime 
model of the power device as

(2)

where the lifetime model parameters are given in TABLE II [25]. 
It is worth mentioning that this lifetime model is obtained 
through the accelerated testing where the power devices are 
subjected to the stress level higher than normal operation 
in order to obtain the test results in a reasonable time. This 
lifetime prediction (damage calculation) is based on the ex-
trapolation of this model when the operating condition falls 
outside the testing conditions [3].

The accumulated damage AD can be used as a quanti-
tative reliability metric to compare the contribution of the 
operating condition (e.g., battery system control strategies) 
to the reliability of power devices. It indicates a proportion 
of the component lifetime that has been consumed during 
the operation. The operation with high accumulated dam-
age indicates low reliability, resulting in a high failure rate, 
where the end of life of the power devices is reached when 
the damage is accumulated to unity (i.e., AD = 1 after a few 
years of operation) [3].

The accumulated damage during one-day operation is 
obtained by considering the thermal stress in the power de-
vices, and it is compared with the case of the PV inverter 
without battery system. It can be seen in Fig. 8(c) that the 
maximizing self-consumption control strategy has a limited 
contribution to the damage reduction of the power devic-
es. On the other hand, the control strategy with a delaying 
charging period can reduce the damage of the power devices 

significantly, where the accumulated damage during one-
day is reduced by 39% (compared to the case of the PV 
inverter without battery system), as it is shown in Fig. 9(c). 
Nevertheless, the battery system control strategy with a lim-
ited charging power is the most effective solution in terms 
of damage reduction, as it can be seen in Fig. 10(c). In that 
case, the accumulated damage during one-day is reduced 
by 69% (compared to the case of the PV inverter without 
battery system). This is mainly due to the reduced peak load 
of the PV inverter during noon, where the maximum cycle 
amplitude of the power device junction temperature is de-
creased and thereby the damage of power devices is reduced 
significantly.

V. reliaBility aSSeSSment oF pV inVerterS With SelF-
conSumption control Strategy

The previous analysis during one-day operation suggests 
that the battery system control strategy can strongly affect 
the reliability of PV inverters. Nevertheless, the impact of 
the control strategy is also dependent on the mission profile 
of the PV system (e.g., solar irradiance and ambient tempera-
ture), which varies during the operation [23]. In this section, 
the reliability assessment of the PV inverter is carried out 
with a one-year mission profile of the PV-BESS in Germany. 
By doing so, the seasonal variations in the mission profile 
(e.g., during summer and winter) can be included in the anal-
ysis, and the long-term impact of the battery system control 
strategies on the PV inverter reliability is then examined.

A. Mission Profile of PV-BESS

For PV systems, the mission profile usually consists of the 
solar irradiance and the ambient temperature, as the PV array 
output power is mainly determined by the two parameters 
[24]. One-year solar irradiance and ambient temperature pro-
files recorded in Lindenberg, Germany are shown in Fig. 11 
and used as a case study, where the annual PV energy yield 
is approximately 6600 kWh/year. Due to a strong seasonal 
variation (e.g., between summer and winter) in the mission 
profile, it can be expected that the amount of surplus power 
during the day in the summer will be much higher than that 
in winter. In that case, the issues associated with the early 

TABLE II
parameterS oF the liFetime model oF an igBt module uSed in the pV 

inVerter [25]

Parameter Value Experimental Condition

A
α
βI

β0

C 
γ
fd

Ea

kB

3.4368 × 1014

-4.923
-9.012 × 10-3

1.942
1.434
-1.208
0.6204
0.06606 eV
8.6173324 × 10-5 eV/K

64 K ≤ ΔTj ≤ 113 K

0.19 ≤ ar ≤ 0.42

0.07s ≤ ton ≤ 63s

32.5 °C ≤ Tj ≤ 122 °C
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fully charged battery will be more pronounced in summer.
In addition to the solar irradiance and ambient temperature 

profiles, the household load profile also plays an important 
role in determining the battery system operation under the 
self-consumption scheme. Here, a one-year load profile of typ-
ical residential household shown in Fig. 11(c) is employed. 
This load profile is stochastically modified based on the 
measurement data to represent the dynamic behavior and 
variation in the household load [26]. The annual energy con-
sumption is approximately 4800 kWh/year, which represents 
an average 4-person household load. From the load and PV 
array output power profiles, the battery power can then be 
obtained according to the battery system control strategy.

B. Description of the Case Study

In the analysis, three case studies with different battery sys-
tem control strategies are applied to the mission profile in Fig. 
11. As discussed previously, the delaying charging period and 
limiting charging power control strategies may reduce the SCR 
during the day with low irradiance conditions. To minimize 
this drawback, the above two control strategies are not applied 
during the winter period (i.e., November-February), since the 
surplus energy during the day is already lower than the battery 
capacity. Instead, the control strategy similar to the maximizing 
self-consumption is applied to all cases during the winter peri-
od, as it is suggested in [14].

Additionally, the start charging time and the maximum 
charging power are the parameters that strongly affect the 
battery system operation for the delaying charging period 
and the limiting charging power control strategies, respective-
ly. In general, using a low charging power or large delaying 
charging period (e.g., start charging the battery after 10:00) 
will further benefit the PV inverter reliability, but decrease the 
SCR (e.g., during low solar irradiance days). In this case study, 
the battery with the delaying charging period control strategy 
is charged after 9:00, while the maximum charging power of 
the limiting charging power control strategy is selected as 30% 
of the rated power. These parameters are selected in a way to 
maintain an equal SCR for both control strategies (i.e., 2% 
lower SCR than that of the maximizing self-consumption 
control strategy). By doing so, the SCR of all control strate-
gies are comparable (resulting in a similar energy yield), and 
the benefit in terms of reliability improvement of different 
control strategies can be benchmarked.

C. Reliability Evaluation

The reliability evaluation is carried out during one-year 
operation, where the battery system control strategies and 
the mission profile are considered. The AD over one-year is 
used as a reliability metric to quantify the impact of battery 
system control strategies on the reliability of the PV inverter. 
The improvement in the PV inverter reliability can be ana-
lyzed by comparing the AD of the PV inverter with battery 
system control strategies and the case without battery sys-
tem.

The AD of the power device in the PV inverter with dif-
ferent battery system control strategies is summarized in 
TABLE III. It can be seen that employing the maximizing 
self-consumption control strategy results in a comparable AD 
as the case without battery system. Thus, its effectiveness in 
terms of PV inverter reliability enhancement is limited. On 
the other hand, the delaying charging period and limiting 
charging power control strategies can effectively improve 
the PV inverter reliability, where the AD during operation is 
reduced significantly. It can be seen from the comparison in 
the AD shown in Fig. 12 that the delaying charging period 
control strategy can reduce the AD of the power device by 
approximately 40% compared to the case without batteries. 
Nevertheless, the limiting charging power control strategy 
is the most effective solution among the three control strat-
egies in terms of the PV inverter reliability improvement, 
where more than 50% reduction in the AD can be achieved. 

TABLE III
accumulated damage in the poWer deVice under diFFerent Battery 

SyStem control StrategieS

Control Strategy Accumulated Damage (per year)

Without battery system
Maximizing self-consumption
Delaying charging period
Limiting charging power

16.2 × 10-3

15.2 × 10-3

9.75 × 10-3

8.05 × 10-3
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Fig. 11. One-year mission profile of the PV-BESS in Lindenberg, Germany 
with a sampling rate of 1 minute per sample: (a) solar irradiance, (b) ambi-
ent temperature, and (c) household load profile.
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Accordingly, it can be seen that the delaying charging period 
and the limiting charging power control strategies are prom-
ising solutions to enhance the PV inverter reliability with 
a minimum reduction in the SCR (i.e., 2% lower than the 
maximizing self-consumption case).

Vi. concluSion

In this paper, solutions to enhance the PV inverter reli-
ability through the control of battery system were explored. 
Three different control strategies for self-consumption op-
eration were discussed, and their impact on the PV inverter 
loading was investigated. The loading analysis indicates that 
the delaying charging period and limiting charging power 
control strategies can reduce the peak load of the PV inverter 
to some extent and thereby it has high potential for the reli-
ability improvement. The reliability assessment has shown 
that the limiting charging power control strategy can effec-
tively reduce the damage of power devices by 50% com-
pared to the case of the PV inverter without a battery system. 
Therefore, it has the potential to enhance the reliability of 
the PV inverters, and thus maximize the benefit of the inte-
gration of battery systems in PV applications.
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Abstract—Fully electric vehicles are rapidly gaining user and 
market interest worldwide, due to their zero direct emissions, 
appealing driving experience and fashionable perception. Unfor-
tunately, cost, range and reliability have not reached the desired 
targets yet. Since consumers are prone to spend money to have a 
more reliable system, Design-for-Reliability will be a useful tool for 
the Design of tomorrow’s EVs, justifying part of the increased cost 
for these products. In this work, a vertical model-based approach 
to design-for-Reliability of power converters for EVs is presented, 
paying special attention to thermally-induced aging. The design 
starts from various driving cycles, properly assembled to describe 
the vehicle mission, then load profiles for the converters are found 
and the resulting thermal stress is quantified. The converter life-
time can be estimated, taking into account also parameter disper-
sion, and requirements for the active thermal control of the parts 
modeled achieved, thus giving practical information to the system 
designers.

Index Terms—Design-for-Reliability, driving cycles, electric ve-
hicles, model-based design, power converters.

i. introduction

ELECTRIC Vehicles (EVs) and, especially, Fully Electric 
Vehicles (FEVs) are gaining more attention and market 

share every day. Things changed a lot with respect to the 
recent past: Internal Combustion Engines (ICEs) are getting 
difficult to design to fulfill pressing limitations from the par-
ticulates and carbon dioxide points of view. In the meantime, 
different car makers put many EV models on the market, 
dispelling the myth that mobility by electric energy is un-
fashionable [1]-[3]. 

Despite this positive trend for EVs, some issues still require 
close attention: the charging infrastructure needs to be widened, 
battery performance should be improved, the cost reduced and 
reliability increased [4], [5]. The last two points are somehow 
related: design and production costs are high because sales vol-
ume is still small, but also because creating affordable EVs re-
quires a lot of research and manufacturing effort. Moreover, the 
electric part of a vehicle is still perceived as unreliable by many 
users, even by those that drive modern yet ICE-based vehicles.

In the continuous effort to reduce both cost and time-to-mar-

ket, as well as to increase safety, the automotive industry intro-
duced massively model-based design into its project workflow 
[6]-[8]. Certainly, this methodology can be applied to meet all 
the performance metrics of a vehicle as well as to improve the 
design of the implementation platforms which are in charge 
to host the control algorithms [6]. Another advantage deriving 
from the model-based design consists in the possibility to lead 
also system-level analysis, hence increasing the integration of 
different physical domains which unavoidably cohabit in com-
plex systems [7]. Moreover, such approach can be leveraged 
to obtain a quantitative assessment of the health and reliability 
of complex and distributed systems [8]. It is thus obvious that 
model-based design is widely accepted by car manufacturers, 
and that new technologies should be developed according to 
this paradigm. Therefore, this work, which settles in the auto-
motive scenario, can be regarded as an effort to provide a novel 
design strategy of power converters from a vehicle-system-level 
point of view.

When reliability of modern power converters is concerned, 
the approach described by Design-for-Reliability (DfR), rather 
than reliability testing, is the preferred choice, as it has already 
been proposed for photovoltaics (PV) and energy systems based 
on renewables [9]-[11]. Indeed, for these applications life-time 
prediction is very important because the cost of renewable ener-
gy and hence its greater convenience over fossil energy depends 
directly on the number of faults and unexpected maintenance 
interventions which are required for the proper operation of 
PV and wind plants. Thus, in this work DfR is borrowed from 
the renewable energy field, where it represents a consolidated 
methodology, and it is exploited as a means to make automotive 
power converters more reliable and, consequently, to make EVs 
more desirable for consumers.

Furthermore, it is worth observing that DfR implies a par-
adigm switch towards the so called Physics of Failure (PoF) 
since this approach implies the detection of the root-causes of 
failure as stated in [9]-[11].

In the DfR method the designer effort is concerned with reli-
ability from the early stages of the project. Methodologies that 
account for time dependent parameters and varying operating 
conditions are introduced, besides the more traditional, statis-
tics-based approach.

This work proposes a possible workflow to design reliable 
power converters to be used in EVs, accounting also for de-
sign parameters of the vehicle that do not strictly belong to 
the inverter. To this aim, simulations of one year of realistic 
vehicle use are performed in order to determine the junction 
temperature profile of the power devices given the year-long 
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mission profile. From the obtained temperature profile, rainflow 
counting and reliability models are used to finally determine 
the expected lifetime of the power converters. The simulation 
includes a set of several mechanical, electrical, and thermal 
parameters. The number and type of parameters used, as well as 
several assumptions, have been chosen in order to strike an op-
timal compromise between accuracy and simulation time. The 
parameter values have been determined from various sources, 
including scientific literature (for vehicle mechanical parame-
ters) and device data sheets (for power electronic devices).

This work aims to satisfy both the manufacturer side, provid-
ing a completely model-based flow, and the user side, taking ad-
vantage of DfR to effectively guarantee lifetime and reliability 
performances. Similar works in this field exist; with respect to 
[12], more details are experienced in this work, paying special 
attention to models and focusing less on data collection. Com-
paring this work to [4], here a major effort in the powertrain 
modeling is undertaken, including also e-motor parameters and 
control.

Several of the previous works on this matter rely on motor 
models with a very low detail and assume a linear electrical 
behavior in every operating point. In order to have an accurate 
evaluation of the motor current request for a specific operating 
point, different control techniques must be considered. The 
approach proposed in this paper, takes into account the two 
main working regions of the Interior Permanent Magnet (IPM) 
motors: the Constant Torque Speed Range (CTSR), subject to 
the maximum current limit only, and the Constant Power Speed 
Range (CPSR), where also the maximum voltage limits have to 
be met.

The fitting parameters used in the reliability model (i.e. Cof-
fin-Manson) are unavoidably affected by uncertainty, that is 
usually dealt with by means of Montecarlo analysis [9], [10], 
[11], [13], [14]. The authors of this paper present a Montecarlo 
analysis of the final results to analyze the effects of reliability 
model parameter dispersion.

All the above consider thermally induced material fatigue 
as the main failure mechanism; the battery, that is indeed a key 
part for vehicle system reliability, is neglected for now, since the 
focus is on power converter design. Future work should address 
this weakness.

ii. SyStem requirementS

A. Functional Requirements

The realization of EVs, despite being quite complex, is root-
ed in very simple functional requirements: the vehicle should be 
able to carry its passengers wherever they want, in a comfort-
able and inexpensive way, while assuring safety into disparate 
traffic and environmental conditions. The main difficulty is the 
determination of a clear and quantitative definition of those 
aspects. Comfort, environment and traffic explicit models are 
outside the scope of this work, but “carrying passengers to their 
destination” can be accounted for by means of driving cycles 
(DCs). DCs come from the effort to substitute complex and 

random processes with repeatable and deterministic quantities, 
without losing the statistical properties of the former [15], [16]. 
From the lifetime point of view, a single driving cycle is sup-
posed to have little impact on the overall system lifespan, since 
durations are usually limited to half an hour; moreover, they 
are often not so meaningful for the real behavior of a vehicle 
[4]. If “standard” driving cycles are used, it is worth assuming 
a specific distribution of different driving cycles on a longer 
period. This allows to gather more variability than that available 
in a single, specific driving cycle, and to account for day-to-day 
aging of the vehicle system.

B. Reliability Requirements

Reliability requirements for EVs are the same of traditional 
ICE cars: to achieve a wide adoption of the new form of mo-
bility, users should have the possibility to buy a new EV while, 
at least, maintaining the same expected lifetime. This supports 
in amortizing the purchase expense, that is still higher for EVs 
with respect to ICE vehicles. However, it is worth pointing out 
that the operating costs of owning an electric vehicle can be 
lower than those connected to other types of vehicle [3].

Roughly, for a typical consumer, the ownership of a vehicle 
ranges from 10 to 15 years [2], [3]: during this period, the ve-
hicle is expected to be healthy, safe and reliable. As a matter of 
fact, in the United States vehicle and powertrain manufacturers 
must grant a 10 years warranty, which is an apparent indication 
of the minimum life expectation of a generic light-duty vehicle. 
Consequently, also EVs are required to meet at least a compara-
ble lifespan.

iii. SyStem modeling

The vehicle is a complex system; hence its modeling can 
be a difficult task. Various degrees of detail can be retained or 
abandoned, depending on the desired target. In the following, 
the vehicle is described by four models. The first is concerned 
with the mission profile and the dynamic constraints, the second 
describes the electrical machines and their power electronic 
converter, then a thermal model is used to infer the temperature 
of the relevant parts. Lastly, proper reliability models are intro-
duced to complete the tool collection needed for DfR in EVs. 
The symbols used in the following models and their descrip-
tions and units of measure are collected in TABLE I to TABLE V.

A. Dynamic-Energetic Model

The dynamic request coming from a driving cycle can be 
transformed into a power request by using the dynamic-energetic 

TABLE I
phySicS parameterS uSed into model equationS

Symbol Description Unit

Δt
ρ
g

Simulation time step
Air density

Gravity acceleration

s
kg/m3

m/s2
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model presented here. It accounts for the inertia of both wheels 
and electric motors, the vehicle mass, aerodynamic and rolling 
friction. It supposes that the vehicle has nm electric motors, each 
coupled to the wheels by a fixed-ratio (τ) gearbox and, possibly, 
a differential gear. The differential is neglected from the ener-
getic point of view, since it is assumed ideal. This is consistent 
with the driving cycles not providing information about the tra-
jectory followed by the vehicle.

Under these assumptions, the overall friction force acting on 
the vehicle is ascribed to rolling and aerodynamics, represented 
by the first and second terms of (1), respectively. There, it can 
be seen that a square-law dependence on the vehicle speed v 
exists.

  (1)

The power needed to change the vehicle speed in a certain 
amount of time depends on the frictional force that needs to 
be won (Fμ), the vehicle parameters and the magnitude of the 
speed change, as described by (2), which is obtained from the 
kinetic energy conservation.

   (2)

The power request will be satisfied by the traction system, 
possibly distributed on several (nm) motors; under the hypothe-
sis of a straight-going vehicle, the torque (T) and speed (ω) are 
almost equally distributed among them. Their effective value 
depends also on the fixed ratio τ of the gearbox, as stated by (3).

  (3)

Equations (1)-(3), when fed with a speed vs. time profile, i.e. 
a driving cycle, can thus yield the torque and electrical speed 
request for a single e-motor inside the powertrain, keeping into 
account many vehicle parameters.

B. Electric Model

The electric model is devoted to project the power request on 
motors and power converters. The model is considered an ideal 
transducer (without losses), while the non-ideal behavior of the 
converter (motor drive) is accounted for, to obtain the thermal 
stress that it undergoes during the operation of the vehicle. The 
electric model is thus split into two parts: the inverse motor 
model and the inverter loss model, presented below.

1) Inverse Motor Model
In this work, the e-motor is supposed to belong to the cate-

gory of IPM synchronous machines, since this is the most com-
mon choice for EVs; the generated torque can approximately 
be expressed as in (4), where λm, Ld and Lq are considered 
constant over the entire working range (hypothesis of linearized 
motor).

  (4)

The second term is a simpler expression that will be used in 
the following to find the explicit control currents for each work-
ing point; the parameters are A = 3pλm/2 and  B = 3p (Ld−Lq)/2. 
For the control currents to be determined, the relevant limits of 
the motor needs to be known: in this model, they are analytical-
ly determined from the motor and drive parameters themselves. 
The limiting values come from the maximum converter current 
modulus (Imax), the maximum phase voltage Vmax (that descends 
from the DC link voltage Vdc , ) and the maximum 

running speed . The explicit limits of volt-
ages and currents in rotating frame coordinates, with ampli-
tude-conserving Clarke-Park transform, are expressed in (5).

  (5)

Firstly, starting from Imax , the dq-currents for the maximum 
torque can be determined as in (6):

  (6)

so that the maximum torque can be easily computed as 
Tmax = (A + Bid,Tmax)iq,Tmax. Once the maximum torque is known, 
the base speed can be determined as in (7). This quantity is not 
critical for the control, but it is a useful value for debugging the 
model.

  (7)

TABLE II
Vehicle parameterS uSed into model equationS

Symbol Description Unit

m
Jw

Jm

r
S
Cx

fo

k
τ

nm

Vehicle mass
Wheel inertia

EM rotor inertia
Wheel radius

Cross-sectional area of the vehicle
Drag coefficient

Friction coefficient, static
Friction coefficient, motion

Reduction ratio motor-wheel
Number of e-motors

kg
kg m2

kg m2

m
m2

–
–

s2/m2

–
–

4Jw nmτ 2Jm
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When the torque request is below the Tmax limit, a good con-
trol algorithm is represented by the MTPA (Maximum Torque 
Per Ampere) trajectory in the idq plane. This locus is obtained 
by equating (4) to the requested torque Treq , while imposing the 
minimum current modulus (current circle tangent to iso-torque 
curve). The iq current can be obtained using (8):

  (8)

This results in a fourth-order polynomial (9); out of the gen-
eral four solutions, the one of interest is the only real and nega-
tive one.

  (9)

This approach allows to find the control point necessary to 
achieve any torque below the maximum one, with speed below 
the base value (CTSR operating region). It is possible to deter-
mine the operating voltage of the motor, recalling (10):

  (10)

If the threshold of (5) is exceeded, the MTPA trajectory 
cannot be used any longer, and the control point should be 
determined by the flux-weakening technique intersecting the 
current circle with the voltage ellipsis in the dq plane (CPSR 
operating region). This gives the polynomial (11), again with 
order four:

  (11)

In this case the desired solution is the maximum among the 
negative (and real) ones. If all those constraints lead to unac-
ceptable solutions, it means that the requested operating point 
is unachievable by the motor. Detailed description and units of 
measure of the parameters of this model are reported in TABLE III.

2) Inverter Loss Model
The inverse motor model described in Section III-B-1) trans-

forms the mechanical requests coming from the vehicle into 
electric requests that need to be fulfilled by the motor converter. 

Those, in turn, determine the inverter losses, that are the main 
cause of thermal cycling of the converter itself, thus leading to 
material fatigue. 

Inverter losses in a traditional three-phase bridge architecture 
for battery-supplied vehicles can be ascribed mainly to the pow-
er switches, since no large magnetic components are involved. 
Device losses are determined by the inverter generated wave-
form, the phase-shift between voltage and current (load angle) and 
the voltage and current moduli, as obtained from the inverse motor 
model. The conduction loss is described analytically by (12):

  (12)

To achieve this very concise formulation, some hypotheses 
were needed. Firstly, the output waveform is supposed to be a 
PWM-generated sinusoid, where the third-harmonic injection 
is neglected for simplicity. Then, each device is modeled, in the 
on-state, by a linear relationship (with offset) between current 
and voltage; four independent values are needed to properly 
describe the switch under positive and negative currents, since 
conduction losses are usually different. These values, represent-
ed by Vc, Rc, Vd and Rd in TABLE IV can describe effectively 
both MOSFETs and IGBTs behavior. Since Vd is the switch 
voltage when it carries negative current, it has a negative value, 
while the resistance Rc is positive. For MOSFETs, typically, 
Vc = Vd = 0 because they do not exhibit any threshold behavior, 
but Rc = Rd  > 0, because their behavior with respect to current is 
almost symmetrical. From this it descends that the conduction 
loss of a MOSFET-based converter is flat and independent of 
the load angle, if the current conduction is symmetric in the de-
vice itself.

Equation (12) was obtained averaging, on an output sinusoid 
period, the mean power loss on each PWM cycle, while ac-
counting for the current direction, that is determined by the load 
(motor) angle φ.

A similar averaging approach was used to determine the 
switching losses over a sinusoidal period. In this case a loose 
dependence exists on the voltage, since each commutation hap-
pens with the entire DC link voltage Vdc, here assumed constant. 

TABLE III
motor parameterS uSed into model equationS

Symbol Description Unit

p
Ld

Lq

λm

Imax

Vdc

ωrpm,max

Number of pole pairs
D-axis inductance
Q-axis inductance

PM linked flux
Maximum current
DC link voltage

Maximum mechanical speed

–
H
H

V s
A
V

rpm

TABLE IV
inVerter parameterS uSed into model equationS

Symbol Description Unit

Vdc

fsw

Vc

Rc

Vd

Rd

Eon

IEon

Eoff

IEoff

DC-link voltage
Switching frequency

Switch voltage drop (I > 0)
Switch on-state resistance (I > 0)

Switch voltage drop (I < 0)
Switch on-state resistance (I < 0)

Turn-on energy
Current of Eon measure

Turn-off energy
Current of Eoff measure

V
Hz
V
Ω
V
Ω
J
A
J
A

II
8
I I
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However, during the sinusoid generation, the current changes, 
and as many switching events as the ratio between the switching 
and the fundamental frequency ( fsw / f0 ) happen. This suggests 
that averaging translates into a finite sum of energy packets; this 
computation was done by approximating the finite sum with a 
definite integral, which holds approximately for fsw / f0 >10. The 
final result is described in (13), where the datasheet values Eon 
and Eoff are scaled by their characteristic current.

  (13)

It is shown that, at least under the given approximations, 
the switching loss depends only on the motor current and the 
switching frequency, but neither on the fundamental frequency 
nor on the load angle: this dependence is canceled by averaging 
over the output waveform. The parameters used in the model 
are described in TABLE IV.

C. Thermal Model

The thermal model represents the cooling system and its ef-
fects on the temperature of the parts of interest. This sub-system 
has a serious impact on the overall system reliability, at least for 
the thermally-induced faults. Four relevant points were chosen, 
out of which only three are non-trivial, so a three-time-constants 
network was initially devised. The “ambient” node (A) is kept 
at a constant temperature, while the other nodes are connected 
to each other through a simple Cauer thermal network. The 
non-trivial nodes are: junction (J), which is also where the pow-
er loss source is located, case (C), i.e. the device case, and the 
heatsink (S), that is the main source of cooling in the system.

Given the three time constants, a third-order ODE (Ordinary 
Differential Equation) is expected; an analytical solution is 
possible even in this case, but possibly complex. Moreover, the 
model is intended to be used to simulate an entire year of op-
eration of a vehicle, which is quite a long period. Nonetheless, 
almost all driving cycles available have time base greater or 
equal than one second. With typical devices, the time-dependent 
effects of the junction and case capacitances are almost unno-
ticeable at this bandwidth. The system can thus be simplified, 
retaining all the thermal resistances and the heatsink capacitance 
Cs only.

The result is a simple first-order ODE, that can be straight-
forwardly solved for the heatsink temperature as in (14), where 
Ploss is the device power loss and Ts,0 the temperature at the 
beginning of the sampling period (which coincides with the nar-
rowest driving cycle time base):

  (14)

Neglecting both Cj and Cc, the case and junction temperatures 
are determined using only the resistance among those layers, re-

sulting in Tc = Ts + Rcs Ploss and Tj = Tc + Rjc Ploss. The parameters 
are detailed in TABLE V.

D. Reliability Model

The reliability model is usually constituted by a collection of 
models, depending on the failure mechanisms and failing parts 
that are considered. These are collected from literature and com-
puted in parallel, in order to see which is the first mechanism 
that determines the system failure. This technique is coherent 
with the PoF approach that is nowadays preferred to the older 
“testing for reliability” [14].

Before applying the reliability models, out of which we 
selected only that describing the thermal fatigue mechanism, 
the thermal loading of the device inside the converter should 
be analyzed. This can be accomplished by sound counting 
algorithms, among which the rainflow counting is the most re-
nowned.

1) Rainflow Counting
Counting algorithms are used to infer the relevant number of 

fatigue cycles from a general mission profile. The rainflow count-
ing used here is based on the standard [17], as implemented in 
the MATLAB environment. This implementation follows the 
three-point algorithm, but can work on a stream of data, without 
any specific need for sample reordering.

2) Lifetime Models for the Power Devices
When it comes to thermal fatigue in power electronics, the 

Norris-Landzberg model, as a modification of the basic Cof-
fin-Manson equation to include frequency, is the flagship rela-
tionship. Despite more advanced models being available [18], 
the highest hurdle is represented by finding the proper parame-
ters, that allow a precise representation of the device statistical 
behavior.

For this work, the expected number of cycles to failure Nf of 
a specific cycling, with average junction temperature Tj, avg and 
range ΔTj, is obtained by (15), which is the simple Coffin-Man-
son model:

  (15)

where kB is the Boltzmann constant and C, a and Ea are the 
reliability parameters, which were obtained from [4]. To take 
into account the distribution of the various cycles, as resulting 

TABLE V
thermal parameterS uSed into model equationS

Symbol Description Unit

Rjc

Rcs

Rsa

Cj

Cc

Cs

Ta

Junction-case thermal resistance
Case-sink thermal resistance

Sink-ambient thermal resistance
Junction thermal capacitance

Case thermal capacitance
Heatsink thermal capacitance

Ambient temperature

K/W
K/W
K/W
J/K
J/K
J/K
°CPsw

I
IEon IEoff

Rsa Ploss +Ta

ΔT expNf
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from the rainflow counting, the linear damage accumulation as 
described by Palmgren-Miner’s rule was used [19]-[21].

iV. Simulation

To obtain relevant information from the models described 
above, some secondary tasks need to be accomplished. They 
involve driving cycle preparation, transient simulation 
post-processing and, finally, result interpretation. These steps 
are detailed in the following, while the values for the parameters 
used are collected in TABLE VI.

A. Preparation

Driving cycle preparation is essential to obtain practically rel-
evant results. Known cycles (ARTEMIS, EU and USA ones, …) 
were collected and assembled in a long driving cycle (the mas-
ter cycle), which can be regarded as a tangible element of nov-
elty with respect to previous works. The construction procedure, 
in the effort to reproduce a plausible vehicle usage, accounts for 
relatively long stationary phases, with some driving moments 
interleaved. Fundamentally, the aforementioned extended driv-
ing cycle mirrors the endeavor to generate a significant virtual 
mission profile which is conceived to overcome the limitations 
of the single standard driving profiles. Indeed, as pointed out in 
[4], some driving cycles may lack of realism due to underesti-
mate of maximum accelerations and, consequently they may 
mislead in damage assessment on power converters. Moreover, 
it is important to point out that rest phases in driving profiles 
have a paramount role for the sake of DfR of power electronics 
systems because they foster wide thermal cycles: these depict 
generally the major stressor for the electronic components [22].

The master cycle is based on three random variables: the 
drive/no-drive flag (Pd), the driving frame index (Id) and the 
stop duration (Ls). Pd is a Bernoulli random variable, that deter-
mines, at each draw, if the vehicle will move or not in the fol-
lowing driving cycle. The driving probability was set to 10%, to 
describe roughly a 2 hour/day use of the vehicle (approximately  
35·103  km/year), in accordance with statistics asserting that, on 
average, a vehicle is idling more than 90% of the time [22]. If 
the vehicle moves, the Id random variable, with discrete uniform 
distribution, chooses one out of the available conventional driv-
ing cycles. If the vehicle rests, the Ls variable, with uniform dis-

tribution between 0 and 1, determines the rest duration in hours. 
At the moment, no special means to avoid driving by night is 
enforced, nor any feedback on the effective distance traveled.

B. Post-Processing

The transient simulation, running the models of section III, 
determines the junction temperature profile related to the mas-
ter driving cycle, together with other information, such as the 
heatsink temperature, the dynamic request to the motor and the 
electrical quantities.

After that, the junction temperature profile is analyzed by 
rainflow counting and the consumed lifespan for a specific set 
of reliability parameters was determined. Since these param-
eters are usually affected by a large uncertainty, a Montecarlo 
analysis was carried out. Hence, each parameter was changed 
based on a Gaussian distribution with unitary mean and variable 
standard deviation, and the new lifespan determined, always us-
ing the same temperature profile obtained from the simulation. 
This results in a specific lifetime histogram, that can be fitted to 
various distributions to find detailed lifetime metrics.

C. Results

The transient simulation is capable of giving many quantities 
of interest. Some of them are reported in Fig. 1-Fig. 5. The driv-
ing cycle (a short snapshot) is represented in Fig. 1, with the re-
sulting mechanical power request, to be satisfied by the e-motors 

TABLE VI
parameterS uSed in the Simulation preSented aS example oF the deSign WorkFloW

Δt = 1 s
ρ  = 1.293 kg/m3

g  = 9.81 m/s2

m  = 1500 kg
Jw = 250 × 10-3 kg m2

Jm = 15 × 10-3 kg m2

r   = 180 × 10-3 m
S   = 2 m2

Cx = 0.3
f0   = 10 × 10-3 Hz

k    = 1×10-4 s2/m2

τ     = 7.5
nm   = 1
p    = 4
Ld  = 300 H
Lq  = 800 H
λm  = 85 × 10-3 V s
Imax = 400 A
Vdc  = 650 V
fsw  = 40 Hz

Vc    = 0 V
Rc    = 4 m
Vd    = 0 V
Rd    = 4 m
Eon  = 5.6 mJ
IEon  = 300 A
Eoff = 3.7 mJ
IEoff = 300 A
Rjc  = 0.10 K/W
Rcs  = 0.17 K/W

Rsa = 0.30 K/W 
Cj  = 0 J/K
Cc  = 0 J/K
Cs  = 2000 J/K
Ta  = 20 °C
C  = 302500 K-α

a  = -5.039
Ea  = 9.89 × 10-20 J

Fig. 1. Snapshot of a part of the driving cycle.
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in the powertrain, in Fig. 2. The idq current angle, used to control 
the motor in a rotating reference frame, is depicted in Fig. 3; 
the power loss of a device in the inverter is in Fig. 4. Lastly, the 
device temperatures (junction, case and heatsink) are outlined in 
Fig. 5 stroked, dotted and dashed, respectively.

The results of the rainflow counting are reported in Fig. 6. It 
can be seen that a specific distribution of counts, coming from 
the master driving cycle, is obtained. Each count is used to ap-
ply Miner’s rule and the fraction of consumed lifetime.

The aforementioned post-processing results in a distribu-

tion described by the histogram of Fig. 7, where also Normal, 
Weibull and Log-logistic fitting distributions are represented. 
Fitting the Montecarlo data (104 runs) to specific distributions 
allows to determine quantitatively the lifetime metrics, with 
statistical meaning. In TABLE VII the B10 lifetime, i.e. the time 
after which 10% of the initial population has failed, is reported, 
as well as mean (μ) and standard deviation (σ). B10 can be some-
times more effective that a rough average value in describing 
the expected lifetime from a practical point of view. The distri-
bution of Fig. 7 shows a prominent and fairly narrow peak; con-

Fig. 6. Rainflow diagram of the junction temperature cycles under a one-
year-long driving cycle.
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Fig. 2. Dynamic torque request corresponding to the driving cycle of Fig. 1.
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Fig. 3. Motor current angle in dq axes.
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Fig. 5. Device temperatures due to the loss profile of Fig. 4.

Fig. 7. Lifetime histogram from Monte Carlo simulations, with various fit-
ting distributions.
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sequently, uncertainty on the lifetime model parameters does 
not affect significantly the lifetime estimate.

V. concluSion

This paper describes a possible workflow to perform mod-
el-based Design-for-Reliability for power converters in EVs. 
Since it encompasses many vehicle parameters, it is able to 
correlate many design choices (also extraneous to the inverter 
itself) to the resulting lifetime change, in a statistical sense.

In the example reported here, a sufficient lifetime, also in the 
B10 sense, was achieved, suggesting the correctness of the de-
sign choices.

Further work will deal with the sensitivity analysis of the 
lifetime to each parameter, while including also the battery 
properties and other aging mechanisms, to describe not only the 
effects on converter life, but also for the entire vehicle reliability.
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StatiStical characterization oF the conVerter liFetime, aS reSulting 

From a one-year-long maSter driVing cycle and monte carlo analySiS 
all quantitieS are expreSSed in yearS

Fitting B10 μ σ

Weibull
Normal

Log-logistic

15.2
16.5
17.2
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23.8
23.8

6.3
5.7
6.0
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Abstract—The electromagnetic transient characteristics (ETC) 
of doubly-fed induction generator (DFIG) under grid voltage dip 
have been extensively studied theoretically, and various control 
strategies have been proposed. However, the ETC of DFIG under 
grid voltage swell are less studied. In order to study the influence 
on the ETC of DFIG under grid voltage swell and the correspond-
ing control strategy, this paper compares and analyzes the steady-
state and transient components of the stator flux linkage, rotor 
induced voltage and rotor current of DFIG under grid voltage 
swell and dip. It is deduced that DFIG is less prone to rotor over-
current under grid voltage swell so the crowbar protection circuit 
is not needed, and the grid voltage amplitude changes little, the 
rotor side inverter is less prone to overmodulation. An experimen-
tal setup and simulation model is implemented with high-voltage 
ride-through of 1.5 MW doubly-fed wind Turbine. Simulation in 
addition to experimental results verifies the correctness and effec-
tiveness of the theoretical analysis.

Index Terms—Doubly-fed induction generator (DFIG), electro-
magnetic transient characteristics (ETC), grid voltage failure, wind 
power generation.

i. introduction

IN recent years, wind power generation has developed rapidly, 
and the amount of electricity delivered to the grid from wind 

power generation is also increasing. The high proportion of 
wind power grid-connected operation has brought great chal-
lenges to the safety and stability of power systems, and the im-
pact of wind power accidents cannot be ignored [1]. The major 
wind power developed countries and regions in the world have 
adopted the grid-connected rules to regulate the grid-connected 
behavior of wind power, especially the fault-pass capability of 
wind power, including low voltage ride through (LVRT) and 
high voltage ride through (HVRT). Doubly-fed induction gen-
erator (DFIG) is the most widely used type of wind turbine gen-
erator because of its advantages of small capacity, low cost, and 
variable speed constant frequency operation. However, due to 

its stator windings directly connected to the grid, the excitation 
converter capacity is limited, causing it to be sensitive to grid 
disturbances, and in the event of a power grid failure, problems 
such as over-current, over-voltage, torque shock and pulsating 
output, and active and reactive power fluctuations are likely to 
occur, which seriously endanger the unit’s operation safety and 
affect the output power quality.

For the low-voltage ride-through problem of the grid-con-
nected operation of doubly-fed wind turbines, there has been 
a lot of theoretical research and engineering practice. These 
LVRT schemes can be summarized as hardware-based and 
control-based algorithms. Based on the hardware scheme, the 
topological structure of the doubly-fed wind power converter is 
implemented through additional hardware devices to improve 
the LVRT capability of the wind turbine [2], [3]. Based on the 
control algorithm, the control strategy is optimized based on the 
operating characteristics of the DFIG unit. Documents [4] and 
[5] comprehensively discuss several commonly used and im-
proved control strategies for solving the problem of low-voltage 
ride-through of doubly-fed wind turbines. Aiming at the char-
acteristics of DFIG, a large number of literatures have done in-
depth research on the transient characteristics of DFIG during 
low-breakage faults, and given a variety of solutions. The litera-
ture [6]-[8] studied the electromagnetic transient characteristics 
of DFIG and the short-circuit current under LVRT control when 
the voltage of the power grid falls, and provided the theoretical 
basis for the relevant LVRT strategy. According to the transient 
characteristics of DFIG when voltage drops, the literature [9] 
is based on the idea of “demagnetization”, by timely and accu-
rately injecting the transient compensation amount on the rotor 
side, the controllability in the LVRT process of the unit is effec-
tively improved, and the LVRT performance of the double-fed 
unit is improved. Literature [10] and literature [11] proceeded 
from the direction of speeding up the decay of the stator flux 
transients and proposed the virtual inductance demagnetization 
control and virtual resistance control respectively. Correspond-
ing to the voltage drop, the voltage swell occurs when the grid 
voltage recovers or the grid reactive power excess time. If the 
unit does not consider the over-voltage protection design at this 
time and does not have the HVRT control capability, it must 
be disconnected from the power grid to generate a large-scale 
off-grid phenomenon of the wind turbine. At present, there are 
few researches on transient characteristics and related counter-
measures of DFIG when the voltage of power grid is suddenly 
increased. Literature [12], [13] proposed an improved control 
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strategy based on variable damping and virtual impedance to 
improve the high-voltage ride-through performance of the unit, 
but the article proposes a control strategy only from the theo-
retical analysis point of view. It does not do a detailed analysis 
of the changes in the electromagnetic quantities of the DFIG 
when the grid voltage swells, and does not consider the effect of 
the actual surge amplitude of the grid voltage. Considering the 
voltage drop and swell of the power grid, the transient processes 
of the stator flux linkage, rotor induced electromotive force and 
rotor current of the DFIG are similar. Based on the theoretical 
calculation, experiment and simulation verification, this paper 
analyzes the change process and influencing factors of DFIG 
electromagnetic flux when the power grid falls and swells sep-
arately, and compares the similarities and differences between 
the two faults. It provides theoretical support for the study of the 
HVRT control strategy of the double-fed unit and defines the 
key to the HVRT control of the DFIG unit.

ii. the mathematical model oF dFig
In the stator stationary frame, the vector form of the doubly-fed 

motor voltage equation and the flux linkage equation are 

(1)

(2)

(1) is the voltage equation, and (2) is the flux linkage equa-
tion. Where us and ur are stator and rotor voltages, Rs and Rr 
are stator and rotor resistances, is and ir are stator and rotor 
currents, respectively; ψs and ψr are fixed and rotor flux 
chains, ωr is the rotor angular velocity, and Ls , Lr and Lm are 
stator inductance, rotor inductance and mutual inductance, 
respectively.

According to the voltage equation of (1), the equivalent 
circuit of DFIG shown in Fig. 1 can be obtained. Lls and Llr 
in Fig. 1 are stator leakage inductance and rotor leakage in-
ductance, respectively.

iii. Stator Flux tranSient analySiS oF grid Voltage 
SWell and drop Fault

Assume that the system is operating stably before t0, the 
stator voltage at this time can be expressed as

(3)

where U is the stator voltage amplitude and ω1 is the stator 
synchronous angular velocity.

If the grid voltage occurs symmetrical fault at t0, set the 
grid voltage amplitude change degree p, and when p < 0 sys-
tem voltage drop fault occurs, the drop depth is | p |; when 
p > 0, a voltage surge fault occurs and the magnitude of the 

swell is | p | . In this process, the stator voltage can be ex-
pressed as

(4)

The corresponding stator steady state flux chain expres-
sion is

(5)

In the course of grid voltage faults, the stator flux linkage 
gradually transitions from one steady state to another be-
cause the flux cannot mutate. In order to facilitate the analy-
sis of the transient process of the stator flux linkage when the 
grid voltage amplitude changes, it is assumed that the rotor 
is open, i.e. the rotor current is zero. Then substituting the 
stator flux equation in (2) into the stator voltage equation in 
(1) gives the stator flux differential equation

(6)

Solving this differential equation yields

(7)

where, Ψn0 is a constant related to the fault condition, .
It is analyzed that the solution of the flux differential equa-

tion is composed of homogeneous solution and nonhomoge-
neous solution. Where, the non-homogeneous solution is the 
steady-state component of the flux linkage Ψsn, its amplitude 
is related to the stator voltage, and its frequency is the syn-
chronous angular frequency; the homogeneous solution is 
the transient decay component of the flux linkage Ψsn, which 
reflects the continuity of the flux linkage change and is an 
exponentially decaying DC value.

Since the instantaneous value of the flux linkage is the  
same before and after the grid voltage fault, there are

(8)

Assuming that the grid voltage fault occurs at time t0 = 0, 
the corresponding expressions in (5) and (6) are substituted 
into (8). After the fault occurs, the complete expression of 

Fig. 1.  Equivalent circuit of DFIG.
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the stator flux linkage is

(9)

From (9), the change process of the stator flux linkage in 
the αβ coordinate system is shown in Fig. 2 after the grid 
voltage has dropped and swelled. The steady state of the sta-
tor flux is a circle with a constant amplitude, a fixed center and 
a rotation at the synchronous angular frequency. When a three-
phase grid voltage drop or swell failure occurs, the amplitude 
of the flux linkage cannot be abrupt, and under the action of 
the DC transient component, it gradually shifts to a new steady 
state in a way that the center is shifted, and steady-state pre-fault 
constitute concentric circles.

iV. rotor induced Voltage oF grid Voltage SWell 
and drop Fault

After the grid voltage fails, the two components of the sta-
tor flux will each generate an induced electromotive force in 

the rotor, and thus a transient process will also occur in the 
rotor induced electromotive force. And because the output 
voltage controllable range of voltage source type inverter is 
limited, so need to consider the rotor end voltage when the  
voltage fault of the power grid.

According to the DFIG mathematical model, from (2) can 
get

(10)

where: 
Substituting (10) into (1), the expression of the rotor volt-

age can be obtained as

(11)

The first term in (11) is the induced electromotive force gen-
erated by the stator flux on the rotor loop, denoted by ur0, which 
is the open circuit voltage of the rotor; and the second term is 
the impedance drop of the rotor loop.

The induced electromotive force generated on the rotor loop 
by the steady-state and transient components of the stator flux is 
denoted by erf and ern, respectively, and its relationship with the 
open-circuit voltage of the rotor can be expressed as

(12)

Calculated by (9) and (11) are available

(13)

where, s = (ω1 − ωr) ⁄ ω1 is the slip ratio.
Ignoring the smaller 1 / τs terms, there are

(14)

Therefore, the open circuit voltage of the rotor is

(15)

The conversion of (15) to the rotor coordinate system can 
be expressed as

(16)

From (16), it can be seen that after the grid fault, the steady-
state amplitude of the open-circuit voltage of the rotor is 1 + p 
times that before the grid fault. 

The transient amplitudes of the open-circuit voltage of the ro-
tor are the same when the voltage drop fault and the swell fault 
of the power grid occur, and the phases are 180 degrees apart.

Simulation of the same doubly-fed generator in the open 
rotor case, the running slip is -0.2, when the stator voltage drop 

(a) grid voltage dip

(b) grid voltage swell

Fig. 2.  Stator flux waveforms in αβ frames during grid voltage fault.
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or swell 30%, the rotor of the motor induced transient changes 
in the electromotive force. As shown in Fig. 3, the three-phase 
open circuit voltage of the rotor when the stator voltage drops 
and swells. It can be seen that the steady-state amplitude of the 
open-circuit voltage of the  rotor is 1 + p times before the fault, 

and the steady-state frequency is 10 Hz. In Fig. 4, taking the 
a-phase of the opencircuit voltage of the rotor as an example, 
the transient change of the open-circuit voltage of the rotor 
when the stator voltage is dropped or swelled separately at 3 s is 
compared. As can be seen from the figure, the transient ampli-
tudes of the open-circuit voltages of the rotors are  equal in both 
cases and the phases are 180 degrees out of phase. In the case 
where the slip is -0.2, the frequency of transient components in 
the rotor coordinate system is 60 Hz.

V.  rotor current oF grid Voltage SWell and drop 
Fault

When the double-fed unit is operating normally, the influ-
ence of rotor current should be considered. The expression 
of the rotor voltage in (11) in the stator coordinate system is 
transformed into a synchronous rotating coordinate system, 
finally get 

(17)

where, the subscript dq in ir,dq, ur,dq, ur0,dq represents the value 
of this vector in dq synchronous rotating coordinate system, 
ur0,dq = Lm / LsU [(1 + p)s + (1 − s) pe−jω1te−t / τs]. ur,dq is the AC 
output voltage of the rotor side converter, which reflects 
the influence of the control performance of the rotor side 
converter on the rotor current. From (17), it can be seen 
that when the grid fault occurs, the rotor current change is 
determined by both the stator flux linkage and the rotor-side 
converter, and the interaction relationship is related to the 
generator electromagnetic parameters and the rotation speed. 
The rotor-side converter changes the AC-side output voltage 
according to the active and reactive control strategy to track 
the set rotor current, and the rotor current can be approxi-
mated as a reference value. After the grid fails, it is assumed 
that the capacity of the converter is sufficiently large and the 
rotor crowbar protection does not act. The size of the rotor 
voltage is affected by the rotor-side converter control system. 
The rotor-side converter control of DFIG often adopts vector 
control mode of stator flux orientation, and the decoupled 
control of active and reactive power is achieved by means of 
feedforward compensation of coupling terms. Fig. 5 shows the 
control block diagram of the rotor-side converter. i*

rd and i*
rq 

are the reference values of the d, q-axis current components 
of the rotor, respectively, and are determined by the refer-
ence values of the active and reactive power. u*

rd  and u*
rq are 

the rotor voltage reference values needed to track the rotor 
current.

From Fig. 5, the control equation is

(18)

where, Δird = i*
rd − ird, Δirq = i*

rq − irq, kp and ki are the ratios and 

Fig. 4.  A phase voltage of rotor in power grid failure.
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integral coefficients of the current loop controller, respectively.
Assuming that the closed-loop bandwidth of the current 

control loop is large enough, the voltage on the AC side of 
the converter can track the reference value without any er-
ror, and the switching transients are ignored, then the rotor 
voltage space vector in the synchronous rotating coordinate 
system when the power grid fails can be written as

(19)

Combining (17) and (19), considering the influence of 
stator flux and converter control system on rotor current, the 
rotor current dynamic equation after grid short circuit can be 
obtained

(20)

where, μ = (Rr + kp)/σLr ; v = ki/σLr ; λ = (jω1+1/τs)/σLr ; ern,dq = 
Lm/LsU(1‒s)pe-jω1te-t/τs.

According to the principle of solving the second-order 
constant-coefficient differential equation and solving the 
differential equation in (12), the rotor current under the com-
bined action of the rotor induced electromotive force and the 
rotor-side converter control can be obtained:

(21)

irn1,dq is the special solution of the differential equation 
at the input vi*

r,dq, that is the forced component of the rotor 
current and is the response of the rotor current to the control 
quantity of the rotor-side converter. According to the previ-
ous assumption that the closed-loop bandwidth of the current 
control loop is large enough, there are

(22)

irn2,dq is the special solution of the differential equation at 

the input −λern,dq and is the response of the rotor current to 
the transient dc back-EMF component ern,dq

(23)

where, τ′s= jω1 + 1/τs .
irf,dq is the general solution of the second-order differential 

equation, which is the natural component of the rotor current 
and is related to the current ir0,dq when the rotor is operating 
normally

(24)

where, r1 and r2 are the characteristic roots of differential equa-
tions.

(25)

From the above derivation we can see that under the con-
trollable conditions of the rotor-side converter, the rotor current 
contains the periodic component and the transient dc compo-
nent. Among them: The steady-state component irn1,dq is the 
periodic component of the rotor current, the value of which is 
determined by the output control strategy of the rotor-side con-
verter; the transient component irf,dq is the natural component 
of the rotor current and is only related to the parameters of the 
generator and the converter; the transient dc component irn2,dq is 
generated by the rotor’s transient dc back-EMF, and its mag-
nitude is related to the voltage drop and speed of the machine 
terminal, which reflects the influence of the voltage amplitude 
change on the rotor current when the grid voltage fails. Of the 
three components of the rotor current, only irn2,dq is related to 
the magnitude p of the grid voltage change. It can be seen from 
the expression of irn2,dq that if other control conditions are not 
changed, when the grid voltage drops or swells by the same 

Fig. 5.  Stator flux oriented VC control diagram of DFIG.
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magnitude, the amplitude of the rotor current changes caused 
by the transient dc component of the stator flux is the same, but 
the phase difference is 180 degrees. In addition, (23) shows that, 
considering the influence of the rotor-side converter, the magnitude 
of the transient DC component of the rotor current is also closely 
related to the control parameters of the rotor-side converter.

The 1.5 MW double-fed converter experiment and sim-
ulation system is shown in Fig. 6. The parameters of the 
generator used are: stator rated voltage is 690 V; rotor open 
circuit voltage is 1900 V; stator resistance is 0.015 4 Ω; rotor 
resistance is 0.003 3 Ω; the stator leakage inductance is 0.034 Ω; 
the rotor leakage inductance is 0.029 7 Ω; the magnetizing 
inductance is 1.2 Ω; the rotor speed is 1800 rpm; the pro-
portional constant of the rotor side current transformer PI 
current controller is 5, and the integral constant is 0.05.

As shown in Fig. 7, when the grid voltage drops by 30% 

and swells by 30%, respectively, the rotor dq axis current is 
given and actual value based on the synchronous rotation co-
ordinate system of the stator flux linkage orientation. When 
the power grid fails, the rotor dq-axis current superimposes a 
transient current component whose main frequency is 60 Hz 
and whose amplitude gradually decays. 

Fig. 8 shows the comparison of the transient current com-
ponent of the dq axis of the rotor after the same amplitude 
(30%) of drop and swell failure occurred at the same time, 
confirming the theoretical analysis results, that is, the grid 
voltage fault affects the transient decay component of the ro-
tor current irn2,dq.The rotor transient current amplitude caused 
by the two faults is equal and the phase difference is 180 de-
grees. However, since the rotor current is also superimposed 
with the natural component irf,dq, which is the amount related 
to the current ir0,dq when the rotor is in normal operation, 
thus, the amplitude of the rotor transient current under the 
two grid faults is not exactly equal, and the phase is not ex-
actly 180 degrees out of phase.

Vi. experiment VeriFication

Fig.9 shows high and low voltage ride through fault re-
sults of 1.5 MW doubly-fed converter. Fig.9(a) shows the 
experimental waveforms for DFIG current and voltage when 

(a) grid voltage dip

(b) grid voltage swell

Fig. 7.  Rotor current in dq frame with 30% change in grid voltage amplitude.

Fig. 6.  Experiment and simulation structure diagram of DFIG.
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the grid voltage drop to 70%, and (b) shows the experimen-
tal waveforms for DFIG current and voltage when the grid 
voltage swelling to 130%. Where Ua is A phase grid voltage, 
Isa is A phase stator current, Ira is A phase rotor current, t1 is 
the grid fault start time, t2 is the grid voltage recovery mo-
ment. Fig.9 show that the experimental results are consistent 
with the theoretical analysis when the grid voltage is reduced 
by 30% or increased by 30%.

Vii. concluSion

By comparing the generator’s electromagnetic transients 
during grid voltage dips and swell faults, it can be concluded 
that:

1) After two kinds of faults, the steady-state amplitude of 
the stator flux linkage、rotor open circuit voltage and 
rotor current is related to the magnitude of the voltage 
after the fault. Among them, the steady-state amplitude 
after the stator flux linkage and the open circuit voltage 
fault is (1+p) times before the fault.

2) The amplitudes of the transient attenuation components 
of the stator flux linkage, rotor open circuit voltage, 
and rotor current under the two faults are equal, and the 

attenuation speeds are the same and the phases are 180 
degrees out of phase.

3) The most severe situation of the grid voltage drop is that 
the voltage drops to 0, that is, p = −100%. And the most 
severe situation of the grid voltage swell is p = 30%, 
so the grid voltage swell without causing a particularly 
strong electromagnetic transient state process. From the 
conclusion in 2), it can be seen that when high-voltage 
ride through is performed on a unit that already has 
low-voltage ride through capability, only the influence 
of the phase of the transient component needs to be con-
sidered in the low voltage ride-through electromagnetic 
transient suppression strategy.

4) Since the steady-state amplitude of the open-circuit 
voltage of the rotor is approximately s (slip rate) times 
the magnitude of the stator voltage, the s of a dou-
bly-fed machine is generally between −0.25 and 0.25, 
and the amplitude of the sudden rise p is up to 30%. 
From (16), ur

ro,max = 0.55 Lm / Ls U is known, so the rotor 
side converter is less prone to overmodulation.

This paper only compares the changes of the electromag-
netic quantity of the generator when the grid voltage drops 
and swells, and does not consider the control of the grid-side 
converter. Since the grid-side converter is directly connected 
to the grid, when the grid voltage suddenly rises to 1.3 times 
the high voltage, it is necessary to consider withstand volt-
age capability of the components of the grid-side converter, 
especially the power unit. Moreover, it can be known from 
the vector control theory that the high voltage on the AC side 
causes overmodulation of the converter, resulting in uncon-
trollable current. In view of the possible over-modulation of 
the grid-side converter, the method of dynamically adjusting 
the DC bus voltage reference and controlling the network 
side to absorb reactive power to reduce the voltage of the AC 
side terminal can be improved.
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Abstract—High-voltage supplies for medical X-ray systems 
require up to 150 kV DC at up to 100 kW to supply the tube. The 
challenge for the power supply however is not only to deal with the 
high voltage and high power demand, but also to provide short voltage 
rise- and fall times in the range of 100μs. A coupled interleaved circuit 
variant of a single active bridge concept, the coupled interleaved 
single active bridge converter, is demonstrated in this work provid-
ing very fast output voltage control due to its non-resonant struc-
ture. The conduction modes of the circuit are analysed in detail 
and compared to the uncoupled interleaved single active bridge 
approach, demonstrating the advantages of low inverter RMS 
current, zero voltage switching (or at least zero current switching) 
over the full operating range with constant switching frequency. 
Analytic expressions for the output current-duty cycle relationship 
are provided. Experiments on a 60 kW (low voltage equivalent) 
prototype show that rise times as low as five switching cycles are 
possible, allowing to reach the target of 100μs rise time using a 
switching frequency of only 50 kHz.

Index Terms—DC-DC power conversion, high bandwidth, high 
voltage generator, X-ray generator.

i. introduction

X-RAY tubes used for diagnostic purposes require accelerating 
voltages of up to 150 kV but are at the same time relatively 

inefficient. Only ≈1% of the energy used for accelerating the 
electrons is actually emitted in form of Bremsstrahlung (X-rays) 
[1]. Therefore, the power demand of medical X-ray tubes 
ranges from a few kW for dental imaging to more than 100 kW 
for computed tomography (CT) applications. The major part of 
the power is dissipated as heat at the anode which is typically 
a composite of tungsten and copper or molybdenum in order 
to withstand high temperatures [2]. Due to the surrounding 
vacuum, cooling capability of the tube is limited and thus also 
the average power that needs to be provided by the high volt-
age supply is typically less than 1 kW. Consequently the high 
voltage transformer is usually not dimensioned for full power 
continuous operation. Instead high power density transformer 
designs are common, resulting in a relatively high leakage 
inductance due to the high number of turns and the required 
winding isolation distance. Despite the high output voltage, 
high power transfer and high transformer leakage inductance 

fast output voltage dynamics are desired. Short output voltage 
rise- and fall times also allow short pulses to be generated which 
is beneficial to reduce the patient dose in pulsed fluoroscopy [3]. 
Another application that benefits from shorter pulses is dual en-
ergy CT. Most of nowadays’ dual energy systems are equipped 
with two X-ray tubes emitting radiation at two different en-
ergies, typically by applying 80 kV to one and 140 kV to the 
other tube. A different approach is to use a single tube (single 
source) which is switched between two voltage levels, requiring 
rise- and fall times of less than 100 μs [4]. Besides eliminating 
one tube single source dual energy CT also reduces the patient 
dose [5]. Although recent achievements in SiC semiconductor 
technology offer diode break-down voltages up to 35 kV [6], 
[7], the secondary side of the high-voltage DC-DC converter 
is typically involving multiple diode rectifier stages connected 
in series in order to reduce the winding capacitance. Therefore, 
topologies employing transistors on the secondary side are not 
feasible due to the excessive gate driver and isolation circuit 
overhead. The only way to achieve low output voltage fall time 
is to reduce the output capacitance. For a given voltage ripple 
specification this can be achieved by increasing the switching 
frequency or by using interleaving [8]. Therefore, in order to reach 
a high switching frequency a low switching loss zero voltage 
switching (ZVS) or zero current switching (ZCS) topology is 
required for the high-voltage generator. Additionally, the circuit 
needs to work with high transformer leakage inductance, should 
provide the possibility of interleaving and should exhibit favor-
able dynamics for output voltage control. 

In this work a coupled interleaved variant of the single active 
bridge converter (CISABC) is proposed that meets these de-
mands. In Section II the topology is derived first from the uncou-
pled interleaved single active bridge converter (ISABC) and the 
steady state operation is analysed in detail. Experimental results 
obtained on a full-scale hardware prototype are provided in Sec-
tion III verifying the analysis. Analytic expressions for the duty 
cycle-output current relationship are provided in the Appendix.

ii. Steady-State analySiS

The complete circuit of the high voltage generator proposed 
in this work is shown in Fig. 1 together with an active three-phase 
rectifier providing a stabilized DC-link voltage to the inverter and 
sinusoidal input currents to the mains [9]. At the primary side each 
of the two inverters, which are operating with 90° phase shift, 
feeds a series connection of two primary windings, wound on two 
different transformer cores. Each inverter consists of two series 
connected half-bridges which, with an additional DC-blocking 
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capacitor, are working as a full-bridge. The separation and series 
connection of the half-bridges is advantageous for the given 
application, since it allows the use of low switching loss, low 
cost 650 V IGBTs for the inverters. 

At the secondary side each of the two transformers uses 112 
secondary windings, each connected to an individual rectifier 
stage. Similarly to diode split transformers used in CRT 
monitors this approach reduces the AC winding capacitance to 
a negligible value [10]. The winding capacitance is therefore 
not considered in the analysis and an equivalent secondary 
winding is used for the following circuit analysis. The proposed 
high voltage generator uses a coupled interleaved version of the 
single active bridge converter (SABC). Before analysing the 
steady-state operation of the CISABC in detail the ISABC, i.e. 
the converter without the additional coupling of the CISABC is 
analysed.

A. Interleaved Single Active Bridge Converter (ISABC)

The circuit of the ISABC is shown in Fig. 2, consisting of two 
full-bridge inverters at the primary and two full-bridge diode 
rectifiers at the secondary side. The two half-bridges of each 
inverter are distributed on the two parts of the primary DC-link, 
using DC-blocking capacitors. Therefore, the two inverters 
can be considered as parallel connected. The two rectifiers are 
connected to two series connected DC-links at the secondary 
side. Therefore, an input parallel output series connection re-
sults. Each of two independent transformers links one inverter 
with one rectifier. The inverters are operated with 90° phase-
shift. The first harmonics of the two secondary side DC-link 
voltage ripples, which occur at twice the switching frequency 
fs, are phase shifted by 180° and, therefore, cancel out due to 
the series connection. Accordingly, the total output voltage Uo 
only contains ripple components with 4fs and higher. Therefore, 
a relatively small DC-link capacitance can be used. The steady 
state behavior of the SABC as described in [11], [12] is briefly 
reviewed in the following for the case of the ISABC since it 
serves as reference for the comparison with the CISABC which 

is introduced in Section II-B.

1) Operating Principle 
The only passive elements relevant for the operation of the 

ISABC are the two leakage inductances of the transformers, 
represented as lumped elements Lσs on the secondary sides. 
Otherwise the transformers are considered ideal, i.e. the mag-
netizing inductances are neglected, since they are not essential 
for the operation. The inverter switching frequency is assumed 
to be constant, although it could also be employed as control 
parameter [13]. However, a constant switching frequency is de-
sired since the projected system is operating at a, for IGBTs rel-
atively high, switching frequency of 50 kHz. The output voltage 
control is therefore solely achieved by varying the inverter duty 

Fig. 1.  Circuit of the proposed high voltage generator, consisting of a wide input voltage range active three-phase mains rectifier, providing a stabilized DC 
voltage for two interleaved inverters, feeding two transformers, each equipped with 112 series connected secondary winding rectifier units, supplying up to 
150 kV and up to 60 kW to the X-ray tube.

Fig. 2.  ISABC circuit in input parallel output series (IPOS) configuration 
with the two half bridges of each full-bridge inverter distributed on two 
split DC-links and two full-bridge diode rectifiers connected to two series 
connected DC-links on the secondary side, linked via two transformers with 
leakage inductances Lσs (reflected to the secondary side).
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cycle d∈[0, 0.5].

2) Output Current Characteristic
It is assumed that both SABCs of the ISABC operate with 

the same duty cycle. At high duty cycle values each of the two 
SABCs operates in continuous conduction mode (CCM) with 
typical waveforms as shown in Fig. 3(a). In CCM the steady 
state output current of the ISABC is derived as

(1)

If the duty cycle is less than

(2)

discontinuous conduction mode (DCM), as shown in Fig. 3(b), 
is entered. The steady-state output current in DCM is derived as

(3)

The steady state output current-output voltage characteristic 
of the ISABC is shown in Fig. 4 for different duty cycles. The 
regions of CCM and DCM are highlighted showing that a wide 
operating range is covered by DCM operation. The maximum 
output current is supplied at the maximum duty cycle d = 0.5 
and zero output voltage (short circuit), it amounts to

(4)

The maximum output voltage Uo,max = nUi is reached at zero 
output current (open circuit).

3) Inverter RMS Current
For the calculation of the inverter conduction loss and the 

transformer winding loss, the inverter root mean square (RMS) 
current is essential. Fig. 5 shows the RMS inverter current to 
DC output current ratio of the ISABC. In the CCM region, the 
ratio is less than  ≈ 1.15, whereas in DCM the inverter RMS 
current to DC output current ratio increases dramatically caus-

ing high conduction loss. Together with the fact that the maxi-
mum output power is reached at relatively low output voltage, 
therefore at relatively high output-and inverter current, this is 
the major drawback of the ISABC. This disadvantage can be 
overcome using a series resonant converter (SRC) [15]. How-
ever, the SRC, due to its integrating plant [16], requires more 
sophisticated control such as cascaded control which is relative-
ly slow, or optimum trajectory control (OTC) which is relatively 
complex [17]. Compared to that the direct duty cycle-output 
current relationship (1), (3) of the ISABC allows direct (single 
control loop) output voltage control. Another solution to re-
duce the RMS current of the ISABC is to use an inductive 
output filter [18]. However, due to the high output voltage the 
filter inductor needs to be split up into one inductor per rectifier 
stage which is not feasible due to the high number of rectifier 
stages.

4) Inverter Switched Current
The ISABC offers ZVS on both inverter half-bridges in 

CCM. In DCM ZVS is only achieved on the leading half-
bridge, i.e. the half bridge which is the one causing the first of 
the two rising and falling edges (Fig. 3(b)). The lagging half-
bridge achieves still ZCS in DCM at constant switching 

Fig. 3.  Steady-state waveforms of one of the two SABCs of the ISABC in 
CCM (a) and DCM (b) for  = 0.5. Fig. 4.  ISABC output current-output voltage characteristic for different val-

ues of duty cycle including the operating points A and B for the waveforms 
shown in Fig. 3.

Fig. 5.  ISABC RMS inverter current to DC output current ratio.
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frequency. In comparison the switching frequency of a SRC 
would need to be varied by a factor of two to obtain ZVS or at 
least ZCS over the full operating range [19].

B. Coupled Interleaved Single Active Bridge Converter 
(CISABC)

The CISABC provides a solution to maintain the advantages 
of the ISABC over the SRC, i.e. ZVS with constant switching 
frequency and direct output voltage control, while reducing the 
inverter RMS current. The basic idea is illustrated in Fig. 6. By 
limiting the inverter duty cycle of a ISABC to 25% the numbers 
of turns on both sides of the transformers can be cut in half, 
thus reducing the stray inductances and increasing the output 
current at 25% duty cycle by a factor of four (Fig. 6(a) - without 
increasing the peak flux density in the core. Compared to the 
maximum output current with 50% duty cycle more output current 
can be transferred if the duty cycle is limited to 25% for all out-
put voltages.

The CISABC achieves these 25% duty cycle voltages at the 
transformer primary windings using two primary windings on 
each transformer and connecting them to the inverters as shown 
in Fig. 7. Because, inverter voltage 1 is the difference and inverter 
voltage 2 the sum of the two transformer primary voltages, the 
transformer primary voltages have to exhibit a 25% duty cycle 
shape as shown in Fig. 6(b) (neglecting the primary leakage 
inductances for the meantime). The advantage of this circuit is 
that the secondary side amp-turns are now shared by the two 
primary windings. Since, the secondary currents, as well as the 
voltages, are 90° phase shifted this does not cut the inverter currents 
in half but still reduces them by a factor of . The following 
analysis proves this point and considers also the primary leakage 
inductances which have been neglected up to now.

1) Operating Principle
All three windings of one transformer are wound around the 

same magnetic path with Np turns on each primary winding and 
Ns = nNp on each secondary winding. The windings of the high 
voltage transformer are coaxially arranged with one primary wind-
ing closest to the core, directly enclosed by the next primary 
winding and finally with 12.5 mm isolation distance surrounded 
by the secondary winding. Therefore, the transformer model 
includes two slightly different primary leakage inductances Lσpa 
and Lσpb and the dominating secondary leakage inductance Lσs.

Due to the symmetry (two inverters, transformers and rectifiers) 
of the circuit, voltage and current pairs are summarized using 
vector notation. E.g. the inverter and the rectifier current vectors 
with the notation of Fig. 7 are expressed as

 (5)

The secondary current of transformer 1 is the sum of the two 
primary currents divided by the turns ratio and the secondary 
current of transformer 2 is the difference of the second primary 
current and the first primary current divided by the turns ratio. 
Therefore, the rectifier current vector is expressed as

  (6)

and by inverting the matrix the inverter current vector

  (7)

follows. Considering the voltages at the leakage inductance ele-
ments, the inverter voltage vector equals

  (8)

and at the secondary side, the rectifier voltage vector is expressed as

  (9)

With , combining (7), (8) and (9) the time derivative 
of the secondary side currents is obtained as

  (10)

Fig. 7.  Basic CISABC circuit in IPOS configuration with the two half 
bridges of each inverter distributed on two split DC-links.

Fig. 6.  (a) Reducing the duty cycle of the ISABC from 50% to 25% allows 
to reduce the number of turns by a factor of two, increasing the maximum 
output current. (b) Inverter voltages ui1, ui2 and winding voltages up1, up2 of 
the CISABC.
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with the total leakage inductance referred to the secondary side

  (11)

and the no-load rectifier voltage vector

  (12)

In case of no-load ( ) the rectifier voltage vector equals 
the no-load rectifier voltage vector. From (10) it is evident that 
the rectifier currents result from the difference between the no-load 
rectifier voltages and the rectifier voltages. Of the three, possibly 
different leakage inductances Lσpa, Lσpd and Lσs only their sum is 
effectively influencing the current. Therefore, different leakage 
inductances of the two primary windings because of asymmetric 
construction due to the coaxial primary winding arrangement 
still lead to equal current sharing between the inverters. How-
ever, the two transformers have to be identical and each inverter 
needs to connect in series to two different types (a, b) of prima-
ry windings, i.e. an outer and an inner one of the coaxial arrange-
ment. The CISABC can, therefore, be modelled by replacing 
transformers and inverters by two controlled voltage sources 
with the values of the no-load rectifier voltages (12). Together 
with the total leakage inductance referred to the secondary side 
(11) this voltage sources can be imagined to be connected to the 
output rectifier as shown in Fig. 8. This simplified model allows 
to study the full steady-state and dynamic behaviour of the 
CISABC. The no-load rectifier voltage waveforms are shown in 
Fig. 9 for different values of inverter duty cycle. With maximum 
duty cycle (d = 0.5) the no-load rectifier voltage actually looks like 
a 25% duty cycle signal. If the inverter duty cycle is reduced to 
d = 0.375 a five-level stepped no-load voltage occurs. The voltage 
time product of this waveform however is still the same as with 
maximum inverter duty cycle. In case of  d = 0.25 the highest level 
vanishes and a full block rectangular waveform at the half level 
remains, still having the same voltage time product as with max-
imum inverter duty cycle. If the duty cycle is further reduced, the 
zero level is entered four times per switching period, and a gap 
is inserted in the full block voltage, the voltage time product is now 
reduced. It is pointed out that the CISABC actually provides 
five voltage levels to the transformer, potentially allowing a low 
RMS current in the transformer at low output voltage levels. 
Simulated waveforms of the CISABC for 50%, i.e. maximum, 
duty cycle on both inverters with Uo= 0.75 nUi are shown in Fig. 10. 
According to (12), with turns ratio n = 1 as in this simulation, the 
first no-load rectifier voltage ur01 equals half of the sum of the 
two inverter voltages (25% duty cycle no-load rectifier voltage 
waveform). With n = 1, the peak value of this waveform equals 
the peak value of the inverter voltages, the RMS value, howev-
er, is smaller by a factor . During the time when the no-load 
rectifier voltage of one transformer equals n times the inverter 
peak voltage, the rectifier current is building up. As soon as the 
no-load voltage returns to zero, the rectifier current drops too 
eventually reaching zero. On the secondary side this particular 
case is similar to the DCM of the ISABC. On the primary side, 

according to (7), with n = 1 the first inverter current equals half 
the difference between the first and the second rectifier current 
and the second inverter current equals half the sum of the two 
rectifier currents. Since the rectifier currents show half-cycle 
symmetry all even harmonics are zero. Because the two recti-
fier currents are also identically shaped but 90° phase shifted 
all remaining (odd) harmonics are 90° phase shifted as well. 
Therefore, the rectifier currents are orthogonal which means 
that each harmonic amplitude of the sum (or difference) of the 
two rectifier currents equals the square root of the sum of the 
two corresponding rectifier harmonics squared. The RMS value 
of the first inverter current is, therefore, calculated as

 (13)

and since rms(ir1) = rms(ir2), the RMS value of the inverter cur-
rents is

  (14)

Therefore, with the proposed transformer configuration and 
turns ratio n = 1, the RMS value of the inverter currents is by 
a factor  lower than the RMS value of the rectifier currents, 
while the peak value of the rectifier no-load voltage equals the 
peak value of the inverter voltage. Compared to the ISABC this 
property allows a significant reduction of the inverter conduc-

Fig. 9.  Inverter voltages ui1 and ui2 and resulting no-load rectifier voltages 
ur01 and ur02 (dashed) for different values of inverter duty cycle d.

Fig. 8.  Equivalent CISABC circuit employing two voltage sources repre-
senting the rectifier no-load voltages acting on the total leakage inductances 
referred to the secondary side.
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tion loss. Furthermore, for the case shown in Fig. 10, the peak 
value of one rectifier current occurs when the other is zero, 
resulting in only half the current peak value being switched by 
the inverter.

2) Conduction Modes
Due to the five-level characteristic of the rectifier no-load 

voltage (Fig. 9) three different DCMs and also three CCMs 
have to be distinguished when aiming to describe the output 
current-duty cycle relationship. As shown in Fig. 11 it depends 
on the duty cycle and the relative output voltage which con-
duction mode occurs. Power transfer for output voltages higher 
than half the maximum output voltage is only possible in DCM 
and only if d > 0.25. For the working points A, B and C in Fig. 11, 
representing the three DCMs, the waveforms of no-load voltage, 
rectifier current and rectifier voltage of one rectifier are shown in 
Fig. 12. The working points D, E and F in Fig. 11 serve as exam-
ple for the three CCMs with the according waveforms shown in 
Fig. 13. The analytic expressions for the output current as func-
tion of the duty cycle and the boundaries between the different 
conduction modes can be derived from Fig. 12 and Fig. 13 as 
shown in the Appendix.

3) Output Current Characteristic
The output current as function of the output voltage of the 

CISABC is plotted for different values of duty cycle in Fig. 14 
together with the conduction mode boundaries. CCM1 only 
appears at very high output currents and low output voltages 
and is therefore not relevant for many applications because of 
thermal limitations. Therefore, because of the identical relation-

ship between duty cycle and output current of CCM2 (46) and 
CCM3 (54), it is practically sufficient to distinguish between 
four operating regions for hardware implementation.

The output current characteristic of the CISABC looks similar 
as the one of the ISABC. The output current decreases 

Fig. 10.  Simulated primary- and secondary-side voltage and current wave-
forms of the CISABC according to Fig. 7 with turns ratio n = 1 (no-load 
rectifier voltage shown dashed), total leakage inductance referred to the 
secondary side Lσs,tot = 1 μH, switching frequency fs = 50 kHz, input voltage 
Ui = 800 V, output voltage Uo = 600 V and duty cycle d = 0.5.

Fig. 12.  Rectifier current, rectifier voltage and rectifier no-load voltage 
waveforms of the CISABC for DCM1 in working point A of Fig. 14(a), for 
DCM2 in working point B of Fig. 14(b) and for DCM3 in working point C 
of Fig. 14(c).

Fig. 11.  CISABC conduction modes as function of duty cycle and output 
voltage relative to maximum output voltage.
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with increasing output voltage for a given duty cycle and 
with increasing duty cycle the output current is monotonously 
increasing. The shape of the characteristic at 50% duty cycle 
resembles the one of the ISABC at 25% duty cycle (cf. Fig. 4).

From (46) the maximum output current (at Uo = 0) of the 
CISABC can be expressed as

  (15)

At first sight, this value seems to be smaller than the maximum 
output current of the ISABC (4). However, for the given application 
the transformers are designed for maximum power density, and 
are therefore operating at the maximum flux density allowed by 
the core material. Because of the 25% duty cycle shape of the 
rectifier no-load voltage, the maximum voltage time product 
at the primary winding of the CISABC is only half the one of 
the ISABC. Therefore, the number of turns necessary to reach 
the same flux density with the CISABC is only half that of the 
ISABC, resulting in a four times lower leakage inductance. 
Therefore, the maximum output current of the CISABC at zero 
output voltage is three times higher than the one of the ISABC.

4) Inverter RMS- and Peak-Current
Apart from the higher possible power transfer, the fact that 

the primary side RMS current value is only  times the second-
ary side RMS value (14) suggests that the primary side RMS 
currents of the CISABC are lower than the ones of the ISABC.  
The RMS inverter current to DC output current ratio of the 
CISABC is shown in Fig. 15. As can be seen the RMS inverter 
current to DC output current (IC2OC) ratio is less than one on 
a wide operating range. The plot also shows the output current 
limit of the CISABC compared to the output current limit of 
the ISABC, demonstrating that the achievable output current 
with the CISABC is higher than with the ISABC for all values 
of output voltage. A direct comparison of the inverter RMS and 
peak-currents of CISABC and ISABC is provided in Fig. 16. 
In Fig. 16(a) the inverter current RMS value of the CISABC is 
related to the one of the ISABC, showing that the inverter RMS 
current with the CISABC is smaller over the whole operating range 
covered by the ISABC. At high output voltages the inverter 
current RMS values are comparable but a significant reduction 
is achieved in particular at medium output voltage levels. Apart 
from the higher circuit complexity, the CISABC therefore pro-
vides lower RMS current stress on the inverter side. The invert-
er peak current of the CISABC related to the one of the ISABC 
is shown in Fig. 16(b). For output voltages less than 30% of the 
maximum value the inverter peak current is slightly lower with 
the ISABC, for higher output voltages the inverter peak current 
is lower with the CISABC. Fig. 16 also shows that the CISABC 
significantly extends the output current range compared to the 
ISABC.

5) Inverter Switched Current
Similar to the ISABC the CISABC inherently provides ZVS 

or at least ZCS in the full operating range. The condition for 
ZVS is that all rising edges of each inverter voltage ui occur 
while the corresponding inverter current ii is negative and that 
all falling edges of each inverter voltage ui occur while the 
corresponding inverter current ii is positive (voltage and current 
directions as in Fig. 2). The switched inverter current related 
to the DC output current reflected to the primary side is shown 
in Fig. 17. During the first (leading) falling edge of the inverter 
voltage (Fig. 17(a)) the switched current is positive in the full 

Fig. 13.  Rectifier current, rectifier voltage and rectifier no-load voltage 
waveforms of the CISABC for CCM1 in working point D of Fig. 14(a), CCM2 
in working point E of Fig. 14(b), CCM3 in working point F of Fig. 14(c).

Fig. 14.  CISABC output current as function of output voltage for different 
values of duty cycle with exemplary operating points used for analysing the 
different conduction modes in Section II-B2.
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operating range. Therefore, the leading half bridge achieves 
ZVS in the full operating range. During the second (lagging) 
falling inverter voltage edge (Fig. 17(b)) the switched current 
is only positive in all continuous conductions modes and in 
DCM1. In DCM2 and DCM3 the lagging half bridge switches 
zero current. With nowadays 600 V class insulated gate field 

effect transistor (IGBT)s the turn-off losses are actually lower 
than the turn-on losses, i.e. a soft ZVS commutation is preferred 
over a hard one. However, the switching loss minimum is still 
achieved with ZCS which occurs at low output currents at the 
lagging half bridge.

6) Dimensioning the Leakage Inductance
Based on the maximum required output voltage Uo,nom and 

the inverter input voltage the turns ratio n and the total leakage 
inductance Lσs,tot need to be selected. The choice of the turns 
ratio leaves some room for optimization, depending on the 
output voltage / output current requirements of the application. 
With a low turns ratio (e.g. ) the secondary current is 
reflected to the primary side with a low gain but at light load the 
current is discontinuous and thus the RMS current is high.  With 
a high turns ratio (e.g. ) the current shape is contin-
uous even at light load, but the secondary current is reflected 
with a high gain to the primary side. Usually a good choice is 

 which is a compromise between light- and full load 
efficiency. After the turns ratio is set, the total stray inductance 
Lσs,tot is determined according to (20) with d = 0.5 such that the 

Fig. 17.  CISABC switched current relative to the output current reflected 
to the primary side during first falling edge of the inverter voltage (a) and 
during second falling edge of the inverter voltage (b).

(b)

(a)

Fig. 16.  Inverter current RMS value (a) and peak value (b) of the CISABC 
related to the respective values of the ISABC for the part of the operating 
range covered by both topologies.

(a)

(b)

Fig. 15.  RMS inverter current to DC output current ratio of the CISABC 
and output current limit compared to the output current limit of the ISABC.
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required output current with some additional margin can be 
transferred.

iii. experimental reSultS

In order to demonstrate the functionality of the proposed CISABC 
circuit and control scheme without requiring high-voltage 
equipment the prototype uses transformers with a lower (n = 9 : 6) 
turns ratio. The transformer core is the same as will be used for 
the high voltage version including also the number of turns of 
the primary windings and the isolation distance between primary 
and secondary. A picture of the test set-up is shown in Fig. 18. 
Since only short (< 1 ms) pulses are required to demonstrate the 
functionality, the two inverters are supplied by a 23.5 mF, 400 V 
electrolytic capacitor bank. All inverter half-bridges are connected 
in parallel to this capacitor bank. The inverters are operated with 
50 kHz using 650 V IGBTs [20]. The transformers use N87 
ferrite cores, two six-turns 0.5 mm foil primary windings and 
one nine-turn 820 × 200 μm secondary winding that resembles 
the geometry of the 112 14-turn secondary windings that will be 
used on the high voltage version. The low winding capacitance 
of the equivalent transformer is justified, since the total winding 
capacitance of the high voltage transformer will be comparable, 
due to the partitioning of the winding into 112 parts each con-
nected to a separate rectifier stage. The AC winding voltage is 
therefore only 670 V at 150 kV output voltage. The secondary 
windings of the equivalent transformers used in the low voltage 
test set-up are connected to two rectifier stages using 650 V Si 
diodes [21] which connect via two 7.6 μF DC-links to a load 
resistor, not shown in the picture.

A. Steady-State Operation

Measured waveforms of the inverter and rectifier side voltages 
and currents representing working point A of the nominal 
operating range (Fig. 20) are shown in Fig. 19. Note that the 
rectifier currents are obtained only mathematically using (6) 
from the measurements taken on the primary side. With the 
equivalent transformer used, the set voltage for this operating 
point of 853 V at 71 A represents an output voltage of 150 kV
at 400 mA with the real system. This point of maximum volt-
age and maximum power (60 kW) is located in the region of 
DCM1, therefore the current on the rectifier side is discontin-
uous while the current on the inverter side is continuous. The 
measurement also shows the typical ringing of the rectifier 
capacitance with the transformer leakage inductance during the 
current zero state causing small oscillations also in the inverter 
currents. However, as expected ZVS is obtained at both inverters. 
The waveforms representing operating point B, i.e. 567 V output 
voltage and 106 A output current, are provided in Fig. 21. This 
operating point marks the lowest voltage, equivalent to 100 kV, 
at which the maximum power of 60 kW has to be transferred. 
The rectifier current waveform is still continuous and resembles 
the shape of CCM2. The inverter duty cycle in this measure-
ment is d = 0.35 and with   the ratio 

, therefore this agrees with the conduction mode 

Fig. 18.  Experimental set-up of the high voltage generator equipped with   
n = 9 : 6 low voltage transformers using same cores and winding geometry 
as in the projected high voltage transformers.

Fig. 19.  Measured inverter (a) and rectifier (b) side voltage and current wave-
forms in operating point A of Fig. 20 with 853 V output voltage and 60 kW 
output power.

Fig. 20.  Nominal operating range and experimentally tested working points 
shown with separate scales for voltage and current for the high voltage and 
the low voltage equivalent transformers.
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boundaries specified in Fig. 11. Also in this mode both inverters 
operate with ZVS. The waveforms representing operating point 
C, i.e. maximum specified output current at  of the maximum 
output voltage are shown in Fig. 22. With the low voltage equiv-
alent transformer the voltage set value is 283 V at 106 A output 
current, corresponding to 50 kV, 600 mA with the high voltage 
transformer. With a ratio of  and a duty cycle d = 0.19, 
according to Fig. 11 this operating point is located within the 
region of CCM3 as the shape of the rectifier current proves. 
The measurement also confirms ZVS for this operating point.

B. Output Voltage Control

For the three operating points investigated in the previous 
section also set value step responses are measured. The results 
are shown in Fig. 23 and compared to the results obtained from 
a circuit simulation. As it is shown there is little deviation from 
the simulation, i.e. it is confirmed that all relevant parasitic el-
ements are modelled. Note that the simulation applies exactly 
the same control algorithm as it is implemented in the FPGA, 
including models of the Delta-Sigma ADC (DS-ADC)s used 
for the output voltage measurements. Of the passive compo-
nents only the leakage inductance Lσs,tot = 2.8 μH, the output 
capacitance Co = 7.6 μF and the load resistance Ro equalling 12 Ω 
in operating point A, 5.4 Ω in operating point B and 2.7 Ω in 
operating point C are modelled. Switches and diodes are mod-
elled ideally. As can be seen the output voltage rise time for all 
operating points is less than 100 μs (5 switching cycles). The 
achievable rise time is lower for lower values of load resistance.

iV. concluSion

A novel interleaved circuit variant of the ISABC, the CISABC, 
is proposed. The circuit connects two transformers, or at least 
one transformer with two magnetic paths, such that the no-load 
secondary voltages are obtained proportional to the sum respec-
tively the difference of the two inverter voltages. The circuit 
exhibits three continuous and three discontinuous conduction 
modes which are analysed in detail with analytic expressions for 
the output current - duty cycle relationship and the boundaries 
between the conduction modes provided. The control strategy is 
demonstrated on a 60 kW, 50 kHz prototype, achieving 100 μs 
(five switching cycles) output voltage rise- and fall times.

The CISABC features several advantages over the ISABC 
and the SRC. Compared to the ISABC, the main advantage is 
the lower inverter RMS current. Depending on the operating 
point the inverter current of the CISABC can be as low as half 
the value obtained with the ISABC. Furthermore, the maximum 
possible output current which is limited by the leakage induc-
tance is up to three times higher with the CISABC than with 
the SABC at the same core peak flux density. Compared to the 
SRC the CISABC mainly provides the advantage of ZVS (or at 
least ZCS) over the full operating range with constant switch-

Fig. 23. Measured closed-loop controlled set value pulses for the low volt-
age equivalent operating points corresponding to Fig. 20 compared to cir-
cuit simulations.

Fig. 21. Measured inverter (a) and rectifier (b) side voltage and current wave-
forms in operating point B of Fig. 20 with 567 V output voltage and 60 kW 
output power.

Fig. 22. Measured inverter (a) and rectifier (b) side voltage and current 
waveforms in operating point C of Fig. 20 with 283 V output voltage and 30 kW 
output power.
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ing frequency. Additionally, the non-resonant structure of the 
CISABC allows fast output voltage control. Finally, compared 
to non-interleaved circuits the low output voltage ripple of the 
CISABC allows a small output capacitance which is necessary 
to achieve short output voltage fall-times with passive rectifiers.

One main disadvantage of the proposed solution is that 
it requires two transformers, or at least a transformer with two 
flux paths. For the given application this is acceptable since 
using two transformers allows to reduce the 150 kV isolation 
requirement to only 75 kV between winding and core. Further, 
the CISABC exhibits slightly higher RMS currents on the rectifier 
side than the ISABC in sections of the operating range. Howev-
er, since the losses in the rectifier diodes are mainly caused by 
the average current, which is the same as the one of the SABC, 
this is only a minor downside.

In summary the low inverter RMS currents and the ZVS or 
at least ZCS inverter commutation in the full operating range 
allow to keep the inverter losses low while constant switching 
frequency guarantees low control complexity. The interleaved 
operation allows to reduce the output capacitance, and double 
the duty cycle update rate, such that high output voltage control 
bandwidth is achieved. The proposed circuit and control structure 
is, therefore, a good choice for applications that allow only a 
passive secondary side (diode) rectifier but require fast output 
voltage rise- and fall times, as demonstrated on a prototype for a 
high-voltage X-ray supply.

diSclaimer

The concepts and information presented in this paper are 
based on research and are not commercially available.

appendix

The derivation of the duty cycle-output current relationship 
for the different conduction modes and their boundaries are 
presented in the following.

A. Discontinuous Conduction Modes

1) Discontinuous Conduction Mode 1
For high values of duty cycle and high output voltage, as in 

working point A indicated in Fig. 14, the CISABC operates in 
DCM1. The characteristic waveforms of rectifier current, recti-
fier voltage and rectifier no-load voltage for this case are shown 
in Fig. 12(a). It is assumed, that the outputs are loaded symmet-
rically, therefore only the situation of one of the two rectifier 
sides is considered.

Furthermore, because of the half-cycle symmetry of the signals, 
only the positive rectifier current half-cycle is regarded. Assuming 
0.5 > d > 0.25 the rectifier no-load voltage varies between all 
five values. If it is also assumed that nUi > , the rec-
tifier current is only rising while the rectifier no-load voltage 
equals nUi, its full-level. Hence, assuming the rectifier cur-
rent is actually discontinuous, the rectifier current has to be zero 
when the rectifier no-load voltage value changes from half-level 
to full-level and this last rising edge of the rectifier no-load 

voltage marks the begin of the positive current half-cycle. Each 
current half-cycle is partitioned into three conduction intervals. 
During the first interval the rectifier current rises for

  (16)

with the switching period Ts = 1/fs. As soon as the rectifier no-
load voltage changes to the half its positive maximum level, 
interval II begins and the rectifier current changes for

  (17)

For DCM1 it is assumed, that the current does not reach zero 
during interval II. Therefore, after TII has passed and the recti-
fier no-load voltage has changed to zero, the final conduction 
interval III is maintained until the current reaches zero. The total 
voltage time product applied to the leakage inductance between 
two current zero-crossings is zero, i.e. the voltage time product 
of rectifier voltage and rectifier no-load voltage during the three 
conduction intervals have to be equal, i.e.

  (18)

This expression yields the duration of the third conduction 
interval when the current decreases to zero for

  (19)

Using expressions (16)-(19), the total charge Qr transferred to 
the output during one half-cycle (Fig. 12(a)) is calculated which, 
multiplied by twice the switching frequency, finally leads to the 
average current transferred to the output in DCM1,

  (20)

For the derivation of the output current in DCM1 it is assumed 
that the rectifier current does not reach zero during interval II. 
However, reducing the duty cycle in DCM1 also reduces the 
duration TIII, until interval III vanishes. With the assumed output 
voltage range, requiring that the rectifier current rises only when 
the full-level rectifier no-load voltage applies, and by requiring 
TIII > 0, the conditions for DCM1,

(21)

are obtained.

2) Discontinuous Conduction Mode 2
If the duty cycle at high output voltage ( ) is reduced 

below the minimum value for DCM1 the positive rectifier current 
half-cycle reaches zero already before the second no-load 
rectifier voltage falling edge. The rectifier side waveforms for 
this situation, DCM2, are shown in Fig. 12(b) for working 
point B of Fig. 14. As in DCM1, the positive rectifier current 
half-cycle begins with the last no-load rectifier voltage rising 
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edge. During the first conduction interval the rectifier current 
rises for

     (22)

After the first rectifier no-load voltage falling edge the current 
decreases until it reaches zero. The duration of this second con-
duction interval is obtained by setting the voltage time products 
of rectifier no-load voltage and rectifier voltage during the two 
conduction intervals equal, i.e.

  (23)

yielding the duration of conduction interval II,

  (24)

With expressions (22) and (24) the average current trans-
ferred to the output in DCM2,

  (25)

is obtained. Reducing the duty cycle to values less than  while 

 results in a no-load rectifier voltage waveform not 
reaching the full-level (compare Fig. 9). Therefore, no interval 
is left with the rectifier current increasing and thus no power is 
transferred to the output. The conditions for DCM2 are conse-
quently specified as

    (26)

3) Discontinuous Conduction Mode 3
With low values of both output voltage and duty cycle as in 

operating point C in Fig. 14, DCM3 occurs. The characteristic 
waveforms for operating point C are shown in Fig. 12(c). The 
rectifier no-load voltage consists of two pulses with same width 
and same polarity followed by two of opposite polarity. Since 
the durations of all pulses are the same and also the durations of 
all four zero intervals of the rectifier no-load voltage are equal; 
assuming that the current is discontinuous means that there are 
four symmetric rectifier current pulses separated by four current 
zero intervals. One such triangular current pulse is described by

  (27)

Requiring equal voltage-time products of rectifier voltage and 
rectifier no-load voltage during the current pulse,

  (28)

yields the duration of the current decrease during interval II,

  (29)

Multiplying four times the charge transferred during one such 
pulse to the output with the switching frequency leads to the 
average current transferred to the output in DCM3,

  (30)

Two conditions have to be fulfilled for DCM3 to occur. 
First, for the considered shape of the rectifier no-load voltage, 
the output voltage must be lower than half the input voltage 
reflected to the secondary side. Second, the duty cycle must 
be small enough such that the current is actually decreasing 
to zero during the rectifier no-load voltage zero interval, i.e. 

. Therefore, the conditions for DCM3 are

  (31)

B. Continuous Conduction Modes

1) Continuous Conduction Mode 1
A high duty cycle value together with low output voltage 

as in working point D indicated in Fig. 14 results in continu-
ous current conduction, i.e. CCM. The waveforms of rectifier 
side voltages and current for this working point are shown in 
Fig. 13(a). The positive current half-cycle consists of two rising 
current intervals (TI, TII) followed by three falling current inter-
vals (TIII, TIV, TV). While the durations of intervals TII, TIII, TIV 
are defined by the inverter duty cycle, the durations of the first 
and the last interval are determined by the current zero-cross-
ings. The voltage time products of rectifier no-load voltage and 
rectifier voltage between two current zero-crossings have to be 
equal. Assuming that the rising edge current zero crossing 
is located between the last rectifier no-load voltage rising edge 
and the first rectifier no-load voltage falling edge this condition 
can be expressed as

  (32)

yielding TI. During interval I the full rectifier no-load voltage 
level is applied and the resulting rectifier current increase is de-
scribed by

  (33)

The following interval durations are all directly derived from 
the inverter duty cycle (compare Fig. 9). For interval II only half 
of the maximum level of the rectifier no-load voltage applies, 
thus the rectifier current rises slower described by

  (34)

During the third interval the rectifier no-load voltage is zero 
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and the rectifier current is thus changing during

 (35)

During the fourth interval the rectifier current decreases faster 
with the rectifier no-load voltage now taking its half negative 
level.

  (36)

Finally, during interval V the negative full-level of the rectifier 
no-load voltage drives the rectifier current back to zero for

  (37)

Using (33)-(37) the charge transferred to the output during 
one current half-cycle is calculated. Multiplied with twice the 
switching frequency, the average current transferred to the out-
put in CCM1,

  (38)

is obtained. By reducing the duty cycle in CCM1, according 
to (37), the duration of interval V is also reduced, until the 
current-zero crossings coincide with the last rising- and falling 
edges of the rectifier no-load voltage. For lower values of duty 
cycle, the assumption of the positive slope current zero-crossing 
being located between the last rising and first falling edge of the 
rectifier no-load voltage is no longer true. Setting TV > 0 yields 
the minimum duty cycle for CCM1, which reaches the maxi-
mum possible value of d = 0.5 at Uo= . Therefore, also the 
maximum output voltage for CCM1 results from TV > 0 and the 
conditions for CCM1 can be summarized as

  (39)

2) Continuous Conduction Mode 2
Reducing the duty cycle to values lower than the minimum 

for CCM1 (39) results in rectifier voltage and current wave-
forms as shown in Fig. 13(b) simulated for working point E 
in Fig. 14. In this CCM2 the rectifier no-load voltage, same as 
in DCM1, utilizes all five levels, i.e. d > 0.25, but the positive 
slope current zero-crossing is located between the third and the 
fourth (last) rectifier no-load voltage rising edge. Each current 
half-cycle can be partitioned into five conduction intervals. The 
begin of the first interval, i.e. the time of the positive slope current 
zero-crossing, is located such that the voltage time product of 
the rectifier no-load voltage equals the voltage product of the recti-
fier voltage during the positive rectifier current half-cycle, i.e.

  (40)

yields the duration TI of the first interval. During that time the recti-

fier no-load voltage is at its half-level and the rectifier current 
is described by

  (41)

The duration of the following intervals is determined solely 
by the edges of the rectifier no-load voltage, i.e. by the invert-
er duty cycle. During interval II, the rectifier no-load voltage 
full-level applies and the rectifier current rises during

  (42)

During interval III, the rectifier current continues to rise but 
the rectifier no-load voltage is back at its half-level. The interval 
is thus described by

  (43)

During interval IV the rectifier no-load voltage is zero and 
the rectifier current decreases for

  (44)

Finally, during interval V the negative half-level of the rectifier 
no-load voltage applies and the current decreases to zero,

  (45)

Combining (41)-(45) allows to calculate the charge transferred 
to the output during one rectifier current half cycle, multiplied 
with twice the switching frequency yielding the average current 
transferred to the output in CCM2

  (46)

The region of CCM2 is limited by three conditions. First, 
(45) shows that with increasing output voltage the duration of 
interval V decreases until it reaches zero at . This limit 
marks the boundary to DCM1. Second, for the rectifier no-load 
voltage to utilize all five levels it is required (compare Fig. 9) 
that . Finally, with increasing duty cycle the duration 
of interval I (41) approaches zero. Requiring TI > 0 places an 
upper bound on the duty cycle identical with the minimum duty 
cycle for CCM1 (39). The conditions for CCM2 are summa-
rized as

   (47)

3) Continuous Conduction Mode 3
With duty cycle and output voltage as in working point F in 

Fig. 14 the CCM3 is entered. The corresponding waveforms of 
rectifier side current and voltages are shown in Fig. 13(c). The 
rectifier no-load voltage, as in DCM3, consists of two half-level 
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voltage pulses with same polarity followed by two pulses of 
opposite polarity. As in CCM1 and CCM2 five conduction 
intervals are identified for one rectifier current half-cycle. The 
first interval starts with the positive slope current zero-crossing, 
located between rising and falling edge of the first positive 
rectifier no-load voltage pulse, and ends with the falling edge 
of the first rectifier no-load voltage pulse. The duration of the 
first interval is determined by the condition of equal voltage 
time products of rectifier-no load voltage and rectifier voltage 
between two rectifier current zero-crossings, i.e.

  (48)

During the first interval the positive half-level of the rectifier 
no-load voltage applies and the rectifier current changes during

   (49)

During the zero interval between the two positive pulses of 
the rectifier no-load voltage, interval II, the rectifier current 
decreases for

  (50)

During the following interval III, the current rises at the same 
rate as in interval I for 

  (51)

The duration and the rectifier current change rate of interval 
IV are identical as in interval II, i.e.

  (52)

During interval V the rectifier current, while the negative 
half-level of the rectifier no-load voltage applies, decreases for

   (53)

until it reaches zero. Using expressions (49)-(53) the charge 
transferred to the output during one positive current half-cycle 
is calculated and multiplied with twice the switching frequency 
to obtain the average current transferred to the output in CCM3

  (54)

Surprisingly, identical expressions for the output current in 
CCM2 (46) and CCM3 are obtained. Therefore, the boundary 
d = 0.25 between CCM2 and CCM3 could also be discarded. 
However, additionally a second condition limits the region of 
CCM3, since reducing the duty cycle also reduces the duration 
of interval V (53) until it vanishes completely. If the duty cycle 
is reduced further the current reaches zero before the first neg-
ative pulse of the rectifier no-load voltage begins and DCM3 is 
entered (compare Fig. 12(c)). Therefore setting TV > 0 yields the 

minimum duty cycle for operation in the region of CCM3, 
which coincides with the maximum duty cycle for operation in 
DCM3. Therefore, the conditions for CCM3 can be summarized as

  (55)
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Abstract—This paper presents two typical modulations to re-
duce conducted electromagnetic interference (EMI) for three-level 
voltage-source inverters. The first modulation called variable 
switching frequency pulse-width modulation (VSFPWM) based 
on real-time current ripple prediction is used to reduce differen-
tial-mode (DM) EMI noise. This technique can make conducted 
EMI between kHz and MHz achieve great attenuation. The other 
method named zero common-mode (CM) PWM is used to de-
crease CM voltage and current. A comprehensive analysis and 
comparison between normal SVPWM and zero-CM PWM state 
that zero-CM PWM pays the prices of higher Total Harmowic 
Distortion (THD), serious neutral voltage unbalance, more switch-
ing loss and lower modulation index to achieve theoretical elimina-
tion of CM voltage. Then, combination of VSFPWM and zero-CM 
modulation is designed to avoid the disadvantages such as large 
switching loss produced by zero-CM PWM, and the new method 
has obvious predominance of reducing conducted EMI noise. Rel-
evant experimental results validate the advantages of these modu-
lations.

Index Terms—Conducted EMI, three-level inverters, variable 
switching frequency PWM, zero-CM PWM.

i. introduction

THREE-PHASE voltage-source-inverter (VSI) with pulse-
width modulation (PWM) is one of the most widely used 

topologies for high power applications. With requirements for 
higher power and voltage rating as well as lower harmonics, 
multilevel VSI has its advantages over regular two-level VSI 
[1], [2]. Three-level neutral point clamped (NPC) inverter is a 
typical multilevel inverter and has been applied to high power 
applications in industrial fields, such as photovoltaic inverter 
power system, medium-voltage drive system, uninterrupted 
power system (UPS) and high voltage direct current transmis-
sion (HVDC) [3], [4]. 

PWM is the key technology for VSI regardless of application 
scenarios [5]-[7]. However, PWM can also bring three major 
by-products for the inverter. Firstly, the switching losses of 
power electronics devices will dramatically accumulate, accom-
panied by high switching frequency; secondly, the switching 
actions will generate current ripple for the inverter; finally yet 
importantly, PWM will generate electromagnetic interference 
(EMI) noise source, including differential-mode (DM) EMI 

and common-mode (CM) EMI. High-frequency harmonics in 
line-to-line, the typical representative for DM EMI, is capable 
of polluting power grid to make other electric equipment in an 
unsafe operating state and malfunction for microprocessors or 
automatic protective devices. Whereas, common-mode noise 
means the EMI noise conducted in the same direction together 
in the transmission line, which is usually representing as high 
frequency CM voltage. For motor drive applications, discharge 
current caused by CM voltage with high dv/dt will impair bear-
ing and destroy the reliability of electrical machine. Therefore, 
the wide applications of PWM have put forward urgent require-
ments for EMI reduction [8]-[9].

With the requirement of EMI noise reduction, much research 
have been carried out in recent decades. The major approach 
of EMI mitigation in power electronics system is through two 
ways: the first is to block the EMI propagation path; the second 
is to mitigate the noise source. The first way is mainly through 
the design of EMI filter, which requires extra components to 
attenuate EMI before conducting into the objective [10]-[12]. 
Without applying extra filter, EMI can also be attenuated direct-
ly in the noise source: the switching pattern of power electronics 
inverters. For the noise source shaping, the high frequency EMI 
is mainly caused by the device switching pattern and is usually 
shaped through power electronics device and gate drivers [13], 
[14]. However, for the EMI spectrum between kHz and MHz 
range, the noise source is mainly determined by the pulse se-
ries. For this range, the shaping of EMI noise is mainly through 
converter topology and modulation schemes. For three-level 
inverter, the modulation freedom is more complicated than reg-
ular two-level inverter and is worthy with deep analysis, which 
is the major topic in this paper. 

Many efforts have been made to develop novel PWM meth-
ods to reduce EMI noises. One typical approach is utilizing the 
freedom of switching frequency, which is variable switching 
frequency PWM (VSFPWM) [15]-[18]. Based on the current 
ripple prediction model for two-level VSI, switching frequency 
is controlled to meet the current ripple peak value requirement. 
Compared with regular constant switching frequency PWM 
(CSFPWM), VSFPWM can reduce switching losses and EMI 
noise peak and keep the same current ripple peak value. For 
three-level VSI, [19] has studied the current ripple through 
space vector analysis. Nevertheless, it is much complicated and 
VSFPWM has not been implemented for three-level inverters. 

CM noise source is CM voltage, so the way to reducing CM 
noise is to re-shape output voltage pulses. However, PWM in 
widely used two-level inverter is only with capability to reduce 
the CM voltage amplitude but not eliminate CM voltage theo-
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retically since the phase voltage is either positive or negative in 
two-level inverter and ‘three’ is an odd number. Three-level in-
verter is able to reduce or even eliminate CM voltage theoretically 
since the phase voltage is with positive, negative or zero. [20]-
[21] have studied the advanced modulation for CM voltage 
elimination, but the method is at the price of lower utilization 
of DC voltage and bigger switching losses. [22]-[23] have done 
research on the way to reduce CM voltage, whose effect on CM 
mitigation is not so good as zero-CM whereas the modulation 
index can still reach to 1.15 and even have lower switching loss-
es in respect to normal SVPWM. Reference [24] has in-depth 
compared the EMI performance between two above-men-
tioned methods and normal space vector pulse-width modu-
lation (SVPWM), which provides some useful information to 
roundly understand CM conducted EMI. Nevertheless, little 
subject matter literature introduce ideas to improve these methods.

Modeling and analysis of VSFPWM for two-level inverters 
with modulation have been done well. However, the study for 
three-level inverter is not sufficient since the modulation free-
dom is more and complicated to utilize. Based on the previous 
work of EMI reduction through modulation, this paper will in-
troduce a general current ripple prediction method for three-lev-
el VSI with carrier-based PWM approach, and implement it 
into VSFPWM for three-level inverters in part II. The zero-CM 
modulation has been proposed for many year, whereas little 
literatures thoroughly research the equivalent relationship be-
tween space vector modulation and carrier based modulation of 
zero-CM PWM, which are presented in part III together with 
comprehensive comparison between normal SVPWM and ze-
ro-CM PWM. In addition, the combination of VSFPWM and 
zero-CM designed together to help improve the performance 
of zero-CM methods are introduced in part IV. Conclusions are 
summarized in part V.

ii. diFFerential-mode conducted emi reduction

For the modulation based optimization of DM EMI noise, 
the major approach is making the switching frequency vary, 
which can re-distribute the EMI noise from concentrating near 
the harmonics of constant switching frequency to a wide range 
in frequency domain. Then the EMI noise peak can be reduced. 
Previous study of so called “random PWM” that changes the 
switching frequency randomly is highly depending on the statis-
tic effect, and cannot control the current ripple and power losses 
[25], [26]. Based on the model predictive VSFPWM in two-lev-
el VSI [17], [18], this part will introduce the current ripple pre-
diction model and model predictive VSFPWM for three-level 
inverter to reduce conducted EMI.

A. Current Ripple Prediction Model

Fig. 1 shows the topology of three-level NPC inverter. The 
three terminals (A, B, and C) are switching with voltage of 
Vdc/2, 0, and -Vdc/2 referring to the DC neutral point O1. The 
load is representing general AC load, including inductors and 
balanced three-phase voltage sources. The AC voltage source 
can represent motor back-EMF for motor drive application 

or grid voltage for grid application. The voltage produced by 
inverter is rectangular pulse series whereas the terminal volt-
age of load is sinusoidal waveform, so their voltage difference 
imposed on inductance will result in affluent high frequency 
current ripple. According to three-level schematic diagram in 
Fig. 1, experimental platform is set up as shown in Fig. 2. The 10 Ω 
resistor in parallel with 35 μF capacitor is capable of represent-
ing three-phase balanced voltage [15]. Inductors with 0.5 mH 
connect inverter and three-phase voltage source to sustain the 
voltage difference. 

Fig. 3 shows the phase currents and their 50 Hz fundamental 
component achieved by FFT analysis, which are the experimen-
tal results of the modulation with constant switching frequency 
called normal SVPWM. The experimental condition are with 
270 V DC bus voltage, 20 kHz switching frequency, and mod-
ulation index of 0.85. These experiment parameters and condi-
tion mentioned above summarized in TABLE I will be applied 
to all experiments in this paper. 

Obvious ripple can be found in the phase current, which is 
caused by switching events and is synchronous with PWM sig-
nals. Fig. 4 shows the three-phase output voltage together with 
phase-A current ripple during one switching cycle. The current 
ripple is following the switching actions of the three-phase 
rectangular pulse voltage. In addition, the variation of current 
ripple between each two adjacent switching actions is linear, 

Fig. 1.  Topology of three-level NPC inverter.

Fig. 2.  Experimental platform.
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which is the basic precondition for current ripple prediction. 
Nevertheless, three-level inverter’s output voltage is switching 
between Vdc /2 and 0, or 0 and -Vdc /2, not between Vdc /2 and 
-Vdc /2, which is different from the current ripple generation in 

two-level VSI in [15]-[18]. Then, the switching voltage model 
should be re-constructed to predict current ripple.

SVPWM, a rather complicated modulation for multilevel 
converters, is still considered as the most useful technique for 
power electronics converters. Owing to equivalent theory [27], 
carrier-based PWM could replace SVPWM to simplify the 
modulation and obtain the same performance for multilevel 
converters. Therefore, this paper implement the modulation 
SVPWM with carrier-based PWM equivalently, rather than the 
complicated process of the vector synthesis with 27 space vec-
tors for three-level inverters.

For the carrier-based PWM analysis of three-level inverters, 
there are two carriers in the modulator to compare with the 
reference value. Top carrier is used to generate output voltage 
of Vdc /2 and 0, the bottom carrier is for 0 and -Vdc /2. Then, the 
output voltage and action time in each switching cycle can be 
determined. With the output voltage model, the current ripple 
can be derived through the equivalent circuit in Fig. 5 [17], 
which is the equivalent model of Fig. 1. In each switching 
cycle, the pulse voltage sources (Va, Vb, Vc) are determined by 
comparison between the duty cycles and carrier, the balanced 
three-phase load average voltage (Vm1, Vm2, Vm3 are supposed to 
be constant value in a switching cycle) are directly determined 
by duty cycles. With the output voltage and action time, the cur-
rent ripple can be predicted [28].

The current ripple prediction diagram is shown in Fig. 6. The 
duty cycles from the controller are the input. In each switching 
cycle, by comparing the duty cycles with the top and bottom 
carrier in the three-level inverter modulator, the action time for 
three phases will be determined as well as the terminal voltage. 

Fig. 5.  Equivalent circuit for ripple prediction.

Fig. 6.  Current ripple prediction diagram.

Fig. 3.  Phase current and fundamental value of SVPWM (experimental re-
sult).

TABLE I
experimental parameterS and condition

Symbol Parameters Value

Vdc

C1/C2

m
fs

f0

L
R
C
Cs

P

DC voltage
DC side capacitance
modulation index
constant switching frequency
fundamental frequency
filtering inductance
load resistance
load capacitance
parasitic capacitance for CM loop
power

270 V
470 μF
0.85-1.00
20 kHz
50 Hz
0.5 mH
10 Ω
35 μF
10 nF
2.0 kW-2.8 kW

Fig. 4.  Output voltage and current ripple during one switching cycle (simu-
lation results).
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Then, by listing the six edges (three rising edges and three fall-
ing edges) in the switching cycle, the action time and output 
voltage between each two adjacent edges can be determined. 
With the equivalent model in Fig. 5, the di/dt between each two 
adjacent edges can also be calculated. With the di/dt and action 
time Δt between each two adjacent edges, the current ripple in 
the full switching cycle can be predicted. 

Fig. 7 shows the comparison of current ripple between exper-
iment and prediction for all three phases. The predicted current 
of maximum and minimum value in each switching cycle are 
matching well with the experimental current ripple. The experi-
mental results indicate that the prediction model is effective and 
possesses real-time prediction capability.

B. Variable Switching Frequency PWM

The variable switching frequency PWM (VSFPWM) for 
three-level inverter is similar with the structure of VSFPWM 
for two-level VSC in [18]. The VSFPWM diagram is shown in 
Fig. 8. Duty cycle references (da, db, dc) are generated from 
controller. They are sent to the ripple prediction module, the 
predicted current ripple is calculated and sent to the switching 
period generation block. The generated triangle carriers with 
variable frequency (top and bottom) are used to compare with duty 
cycles and generate the gate drive signals for the power devices in 
the three-level VSI. At the same time, the variable switching fre-
quency sampler is generated to the controller for control. 

The core for the VSFPWM algorithm is the switching period 
calculation module. With the real-time prediction of current 
ripple in each switching cycle, the maximum ripple current in 
three phases with nominal switching cycle TsN is calculated. 
The updated switching cycle Ts is calculated in (1). The updated 
switching period will control the maximum current ripple to be 
equal to the ripple requirement in each switching cycle. 

(1)

Compared with the model predictive VSFPWM in two-level 
inverter discussed in [15]-[18], the basic principle of VSFPWM 
in three-level inverter is similar: actively adjusting the switch-
ing frequency in each cycle to control the maximum current 
ripple clamped to the required value. The major difference for 
three-level inverter is double carrier, which makes prediction 
model more complicated than two-level. Because the variation 
range of current ripple in three-level inverter is big, there is a 
big range for switching frequency variation.   

C. Experimental Results for Three-Level VSFPWM

In order to verify the variable switching frequency methods 
proposed in previous parts, the experiments have been imple-
mented in a three-phase PWM three-level NPC inverter con-
nected to the L-R-C load shown in Fig. 2. Three-phase currents 
are measured by high precision current probes and recorded as 
data. With FFT analysis of the current data, fundamental current 
and plenty of harmonics components can be re-constructed. By 
subtracting the fundamental component from three-phase full 
current, current ripple of VSFPWM is obtained in Fig. 9. Com-
pared with ripple in Fig. 7 for normal SVPWM, the VSFPWM 
has better effective utilization rate of space limited by the identi-
cal required current peak value (± 0.73 A) apparently. 
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Fig. 7.  Current ripple comparison between experiment and prediction (Nor-
mal SVPWM).
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Fig. 8.  Structure of VSFPWM generation.

Fig. 9.  Three-phase current ripple of VSFPWM (experimental result).

Time (s)

Ph
as

e-
C

Ph
as

e-
B

Ph
as

e-
A



138 CPSS TRANSACTIONS ON POWER ELECTRONICS AND APPLICATIONS, VOL. 3, NO. 2, JUNE 2018

According to (1), the maximum current ripple of three-
phase in carrier period and the required limitation of ripple 
determine the variation range of frequency. In Fig. 7, it is clear 
that the maximum ripple is not always clamped to required 
value (0.73A) when normal SVPWM is applied. Nevertheless, 
the VSFPWM methods can make the maximum ripple equal 
to required value in every switching cycle as shown in Fig. 9. 
Fig. 10 shows the switching frequency of VSFPWM, which is ac-
quired from the register of DSP. Its switching frequency varies 
in a wide range from 10 kHz to 20 kHz other than being fixed 
at a constant switching frequency (20 kHz), leading to a large 
reduction in switching loss. The reason for reducing switching 
loss is that the average switching frequency related to switching 
loss and efficiency has reduced significantly with respect to the 
normal SVPWM (20 kHz). 

DM conducted EMI of two cases are compared in Fig. 11 
with frequency range from 150 kHz to 30 MHz measured by 
EMI test receiver, which adheres to the narrowband standard 
DO-160E. EMI noise energy spread into a broad range, which 
makes the peak value obviously smaller than normal SVPWM. 
The EMI peak value could nearly reduce 10 dB around the car-
rier harmonics. The limit of EMC standard is also plot in Fig. 11 

where the green line is. Although the advanced modulation can 
make conducted EMI achieve great attenuation, the EMI filter 
is also need to satisfy the EMI requirement. However, reduc-
tion of EMI noise can increase cut-off frequency and decrease 
migration requirement for EMI filter, which could reduce the 
volume and weight of the passive components, finally increase 
the power density of whole system.

The variable frequency methods will have impact on the low 
frequency harmonics and the THD of the output currents. The 
THD increases from 4.43% to 6.28% after applying variable 
switching frequency method into normal SVPWM. The reason 
for the increase of THD is obvious that the switching frequency 
is keeping smaller than 20 kHz and resulting the current ripple 
bigger. Fig. 12 shows the current spectrum comparison between 
VSFPWM and normal SVPWM. Compared with normal SVP-
WM, VSFPWM not only spreads the spectrum around carrier 
harmonics, but also has little impact on low frequency harmonics. 

iii. common-mode Voltage reduction

A. Review of Zero Common-Mode Modulation

The common-mode voltage elimination technology, is the 
predominance of multilevel converters, has been proposed for 
many years [20]. Common-mode voltage of three-phase con-
verter can be calculated as (2). 

(2)

There are 27 switching sequences for three-level inverters 
shown in Fig. 13. According to (2), different space vectors 
produces different common-mode voltage between AC neutral 
point and DC side. However, among the 27 space vectors, only 
the six medium vectors and one zero vector (ooo) is able to 
realize zero CM voltage output to decrease CM current that is 
the typical representative of CM conducted EMI. Fig. 1 shows 
CM loop and CM current icm in red dotted line, the CM current 
flows through stray capacitors and ground. The basic method 

Fig. 10.  Switching frequency variation of VSFPWM (experimental result).

Fig. 11.  Comparison of conducted EMI: VSFPWM and normal SVPWM 
(experimental result).
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Fig. 12.  Comparison of phase current spectrum: VSFPWM and normal 
SVPWM (experimental result).

Frequency (Hz)

Ph
as

e 
Cu

rre
nt

 (p
.u

.)



139

for three-level to eliminate CM voltage is utilizing the seven 
vectors (the red vector in Fig. 13) to combine the rotary vector. 
It is obvious that this vector space with six effective vectors is 
similar to two-level, so its procedure of synthesizing reference 
vector can imitate the SVPWM of two-level converters. 

Fig. 14 shows the experimental results of zero-CM mod-
ulation in comparison with normal SVPWM for three-level 
inverters concerning CM voltage. It can be observed that the 
zero-CM modulation could decrease common-mode voltage 
greatly compared with conventional SVPWM. The CM voltage 
nearly reduces to zero with common-mode elimination algo-
rithm; consequently, weakening the source of CM conducted 
EMI.

The DC bus neutral point is connected to AC neutral point 
by capacitance with 10nF, which is designed to simulate stray 
capacitor of CM loop and conduct CM current. Fig. 15 is the 
CM current waveform comparison of the two modulations. 
CM current peak value of SVPWM nearly reach 800 mA, but 
the zero-CM PWM only with 150 mA. It is worth mentioning 

that non-ideal factors such as dead time and switching transient 
greatly affect the performance of CM elimination [21].

Fig. 16 is the CM current spectrum of two methods between 
10 kHz and 1 MHz. As expected, the main harmonic compo-
nent have decreased largely. For example, the biggest harmonic 
with 100 kHz can fall from 0.16 A to 0.005 A. Fig. 17 exhibits 
experimental frequency spectrum of CM current EMI. It is 
apparent that CM current EMI peak value can attenuate 15 dB 
during wide range of frequency spectrum (150 kHz-1 MHz), 
some points such as 180 kHz even more than 20dB. The exper-
imental results indicate that zero-CM modulation succeeds in 
restraining CM voltage and current. 

 B. Analysis of Zero Common-Mode Modulation

Three-level inverter may effectively suppress CM noise 
whereas several problems still exist in zero-CM modulation. 
Firstly, THD increases under the circumstance of zero-CM 
modulation. Fig. 18 and Fig. 19 show the phase current wave-
forms and spectrums comparison respectively: blue waveform 
is the phase current and corresponding spectrum of convention-
al SVPWM with THD of 4.43%; the red one is zero-CM PWM 
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Fig. 13.  Space vector map for three-level topology.

Fig. 14.  CM voltage comparison between zero-CM PWM and normal 
SVPWM (experimental result).
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Fig. 15.  CM current comparison between zero-CM PWM and normal SVPWM 
(experimental result).

Fig. 16.  Comparison of common-mode current spectrum: zero-CM PWM 
and normal SVPWM (experimental result).
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with THD of 9.13%. Zero-CM modulation largely increases 
current ripple, whereas the current quality is acceptable with the 
experimental condition. Fig. 20(a) reveals the reference vector 
combination of normal SVPWM, and Fig. 20(b) depicts the 
process of vectors synthesis for zero-CM modulation, which 

chooses farther vector (opn) rather than the nearest one (oon or 
ppo) to synthesis the reference voltage vector. The reason for 
choosing farther vector in Fig. 20(b) is to eliminate CM voltage, 
but it will increase the voltage difference from the reference 
voltage and generate bigger current ripple. Then, the novel 
modulation loses the advantage of three-level such as lower 
harmonics for abandoning using the affluent vectors.

Secondly, switching loss is twice of the conventional SVP-
WM. For instance, Fig. 21 shows the switching sequence of ref-
erence vector in Fig. 20. There are four switching events during 
one switching period, which is twice of traditional SVPWM. 
Therefore, the switching loss of zero-CM PWM has doubled.

What’s more, utilization of DC voltage is reduced to 0.866 
while normal SVPWM is 1. The reason is that the combination 
does not select large vector and the length of reference vector 
bigger than 0.866 of DC voltage fails to combine. 

Another important issue for three-level NPC inverter is neu-
tral point voltage balancing. Large voltage vectors and zero 
vectors will not influence neutral point voltage since no phase 
is connected to neutral point [29]. Medium voltage vectors are 
not good choices for neutral point voltage balancing. Full load 
current is connected to the neutral point for the duration of the 
medium vector duty cycle and will cause low frequency neutral 
point voltage. Small voltage vectors appear in pairs for each 
identical vector. The two small vectors in each pair will provide 
exact opposite load current to the neutral point and can be used 
as a freedom to control the neutral point voltage balancing. For 
zero-CM PWM, only medium voltage vectors (and zero vector) 
are used and no small voltage vector can be used to help the 
balancing the neutral point voltage like normal SVPWM. Then, 
the neutral point voltage balancing for zero-CM will be more 
difficult than normal SVPWM. As shown in Fig. 22, the neutral 
point voltage of zero-CM PWM is much larger than normal 
SVPWM with DC side capacitor equaling to 470 uF. 

                           (a)                                                            (b)

Fig. 20.  Output voltage vectors combination comparison. (a) Normal SVPWM. 
(b) Zero-CM PWM.

Fig. 21.  Switching sequence combination comparison. (a) Normal SVPWM. 
(b) Zero-CM PWM.

(a) (b)

Fig. 17.  CM Conducted EMI comparison between zero-CM PWM and 
SVPWM (experimental result). 

Fig. 18.  Phase current comparison between normal SVPWM and zero-CM 
PWM.

Fig. 19.  Comparison of phase current spectrum: zero-CM PWM and nor-
mal SVPWM (experimental result).
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In a word, zero-CM PWM pays the prices of higher THD, 
serious neutral voltage unbalancing and lower modulation index 
to achieve theoretical elimination of CM voltage.

C. Implement of Zero Common-Mode Modulation

All discussion above is based on space vector modulation 
(SVM), whose algorithm is tedious and difficult to implement. 
However, regular SVM is popular and widely applied by virtue 
of lower harmonics and higher modulation index. Another well-
known modulation is called carrier-based PWM, whose typical 
representative is sinusoidal pulse width modulation (SPWM), 
possesses the advantage of easily being implemented. Normal 
SVPWM can be equivalently realized by injecting zero se-
quence voltage into balanced three-phase voltage reference of 
SPWM [27]. 

It is easy to prove the inherent relationship between the two 
zero-CM modulations and the result is similar to normal ones. 
Fig. 23 shows the principle of zero-CM SPWM in sector I, 
which involves the line-to-line reference transferred into gate 
drive signals for phase [21]. 

As shown in Fig. 23, take the gate drive signal of phase-A 
for example. Firstly, calculating three-phase balanced reference 
signal V1, V2, and V3. Secondly, comparing the reference signals 
and triangular carrier to get signals g1, g2 and g3 that must be ei-
ther 0 or 1, whose progress is similar to the carrier-based PWM 
method for two level converters. Lastly, the signal (g1 ‒ g2)/2 is 
as the reference of the gate drive for phase-A. The value 1, 0, 
and -1 of (g1 ‒ g2)/2 represent the output voltage are Vdc /2, 0, 
and - Vdc /2 respectively. Therefore, the fundamental component 
of phase voltage is equal to (V1‒ V2)/2, which means the real 
modulation index m is equal to 0.866* m'. The variable m' in V1, 
V2 and V3 is not representing the modulation index, so m' is used 
to be distinguished from modulation index m.

The switching sequence in Fig. 23 for carrier-based modula-
tion is the same as Fig. 20(a) for space vector modulation. Dis-
tinctly, the duration of effective vectors is equal for volt-second 
balance. Therefore, the only difference is the duration of zero 
vector arrangement between center and two side. The injected 

zero sequence can play the role of distributing transient time 
of zero vector to realize the equivalence. That is to say, the 
zero-CM SPWM can be equivalent to zero-CM SVPWM by 
injecting zero sequence voltage vz into references V1, V2 and V3. 
The zero sequence voltage is concluded as vz= ‒ (vmax + vmin)/2, 
vmax (vmin) represents the instantaneous maximum (minimum) 
value of V1, V2 and V3. The other five sectors are the same.

Owing to the equivalent theory, simple zero-CM SPWM is 
able to replace complicated zero-CM SVPWM without losing 
the predominance of SVPWM. In DSP controller, we observed 
that the calculation time for zero-CM SVPWM is 7.31 μs 
whereas only 4.30 μs for zero-CM SPWM.

iV. conducted emi reduction

A. Variable Switching Frequency Theory for Zero-CM PWM

The zero-CM PWM assuredly reduces CM voltage and 
current whereas other aspects of performance degrade. Consid-
ering the merits of variable switching frequency, the advanced 
PWM introduced in part II and III can be incorporated together 
to improve the performance of zero-CM modulation. That is 
to say, the switching frequency of zero-CM PWM can change 
according to current ripple prediction model and the limit value 
for current ripple. The method of prediction model is based 
on Thevenin’s equivalent circuit [16] rather than single-phase 
model [17] for briefness and convenience. There are only seven 
vectors in zero CM modulation while two pulses in one switch-
ing cycle, which makes the prediction model for single-phase 
more complicated. Fig. 24 shows four typical transient circuits 
and their Thevenin’s equivalent circuit for phase-A. The current 
slope for this four different cases could be calculated by (3)-(6) 
(Vsum represents the sum of three-phase voltage) in the light of 
equivalent circuit and circuit theory. 

The current rate for other space voltage vectors and phases is 
similar to the aforementioned four cases due to the symmetry 
of three-phase circuit and vectors. Therefore, the current slope 
for all situations is summarized in TABLE II (ik represents the 

Fig. 23.  Zero-CM SVPWM through carrier comparison.
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Fig. 22.  Neutral point voltage comparison between normal SVPWM and 
zero-CM PWM.
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current for phase k, Vk is the same). It is apparent that the cur-
rent slope is only related to the location of DC bus connected 
into the phase and phase voltage regardless of other two phases, 
which makes the model rather simple. Therefore, there are only 
three kinds of cases for each phase to predict its current ripple 
based on space vectors, which is rather simple.

 
(3) 

(4) 

(5) 

(6)

Fig. 25 shows the comparison of high frequency current 
ripple of experiment and predicted results for model, which 
powerfully proofs the accuracy of prediction model. The 

procedure of variable switching frequency is identical to the 
block diagram in Fig. 8, so the detail progress is not explained 
any more here. The proposed modulation combines zero-CM 
and VSFPWM is called zero-CM VSFPWM.

B. Experimental Result of Zero-CM VSFPWM

As mentioned above, zero-CM PWM possesses a big issue 
with higher switching loss, which may restrain its wide ap-
plications. In addition, its space vectors map degenerate to be 
like two-level makes DM conducted EMI problem serious. 
Fortunately, by utilizing the freedom of switching frequency, 
zero-CM VSFPWM can bring many benefits. 

Firstly, it is capable of reducing switching loss and raising 
efficiency of system greatly. Fig. 26 shows the switching fre-
quency for zero-CM VSFPWM, whose carrier frequency varies 
from 5 kHz to 20 kHz. The criterion to determine the range of 
switching frequencies is the maximum current ripple of three-
phase in switching cycle, which will be made clamped to the 
required current ripple by changing switching frequency. In 
this paper, the required current ripple we selected is the maxi-
mum current ripple in line cycle. Then, the current ripple at any 
time is smaller than the required value for constant switching 
frequency PWM. Therefore, the switching frequency will be 

(d)

Fig. 24. Four typical transient circuits and their Thevenin’s equivalent cir-
cuit. (a) vector ooo. (b) vector pon. (c) vector opn. (d) vector npo.

(a)

(b)

(c)

TABLE II
current ripple Slope For all SituationS

Condition Current Ripple Slope

Phase k clamped to 
positive DC bus

Phase k clamped to 
negative DC bus

Phase k clamped to 
neutral point

Fig. 25.  Current ripple comparison between experiment and prediction 
(zero-CM SVPWM).
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smaller than the one for zero-CM PWM (20 kHz). Because the 
minimum three-phase current ripple (not the minimum current 
ripple for only one phase) is the one fourth of maximum current 
ripple in line cycle, the switching frequency range will be from 
5 kHz to 20 kHz. This rather large range variation of switch-
ing frequency validates the huge advantage of VSFPWM and 
reduces the switching losses of zero-CM PWM. The current 
ripple of zero-CM VSFPWM is shown in Fig. 27. Compared 
with ripple in Fig. 25 for zero-CM PWM, zero-CM VSFPWM 
methods have better effective utilization rate of space limited by 
the identical required current peak value (±1.65 A) apparently.

Secondly, the CM conducted EMI can be  further reduced. 
Fig. 28 shows CM conducted EMI for four modulations men-
tioned in this paper. It is apparent that the envelope curve of 
zero-CM VSFPWM is the lowest and reduces more than 20 dB 
in comparison with normal SVPWM. 

Finally, the conducted EMI of zero-CM VSFPWM has huge 
superiority compared with other modulations. For conducted 
EMI test requirement, the current in line is conducted to EMI 
receivers for test, which do not distinguish DM and CM com-

ponents. Fig. 29 shows the conducted EMI in transmission line 
considering CM loop. On the one hand, zero-CM VSFPWM 
EMI is smaller than zero-CM and SVPWM, and almost as big 
as VSFPWM. On the other hand, zero-CM VSFPWM spread 
spectrum, which would further reduce the damage caused by 
CM noise. 

As mentioned above, the variable switching frequency 
methods have impact on low frequency harmonics and THD. 
Fig. 30 shows the FFT results of phase currents for both 
zero-CM PWM and zero-CM SVPWM. Apart from 2nd fun-
damental harmonics, variable switching frequency methods 
hardly have influence on other low frequency harmonics. Also, 
the THD only increases by 1.71%. In summary, zero-CM VSF-
PWM could improve the performance of zero-CM PWM, at the 
same time reduces CM problem furtherly. 

C. Comprehensive Comparison of Four PWM Methods

Based on previous discussion of four mentioned PWM 
methods, TABLE III summaries their comprehensive compar-
ison of SVPWM, VSFPWM, zero-CM PWM, and zero-CM 
VSFPWM. Firstly, variable switching frequency methods can 
decrease conducted EMI and switching loss compared with 
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Fig. 28.  Comparison of CM conducted EMI (experimental result).

Fig. 29.  Comparison of conducted EMI (experimental result).
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Fig. 26.  Switching frequency variation of zero-CM VSFPWM in DSP .

Fig. 27.  Three-phase current ripple of zero-CM VSFPWM (experimental 
result).
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invariable switching frequency methods. Then, zero-CM PWM 
methods pay the prices of higher THD, serious neutral voltage 
unbalancing and lower modulation index to achieve theoretical 
elimination of CM voltage. Lastly, zero-CM VSFPWM meth-
ods can improve the worse performance of zero-CM PWM, 
which contain bigger switching loss and higher conducted EMI.

In the TABLE III, we observed that the algorithm with vari-
able switching frequency reduce switching loss greatly and 
increase the efficiency by 0.11% and 0.33% for VSFPWM and 
zero-CM VSFPWM respectively. In addition, zero-CM PWM 
makes the efficiency decreases by 0.54% for the double switch-
ing action compared with normal SVPWM during a switching 
cycle. Fortunately, the zero-CM VSFPWM can compensate the 
disadvantage with low efficiency for zero-CM PWM. In order 
to understand the efficiency of the four methods thoroughly, a 
switching loss curve with different operating points with cal-
culation method is provided. The three-level converter module 
used in the platform is FS3L50R07W2H3F_B11 produced by 
Infineon. The operating point is DC voltage 600 V and phase 
current 50 A, whose parameters are selected to calculate switch-
ing loss of the module to increase the computational accuracy. 
The following Fig. 31 is the switching curve with different 
power factor. It is noticeable that the switching loss decreases 
with the increasing of power factor.

V. concluSion

This paper gives a comprehensive study on EMI reduction 
methods for three-level voltage source inverter through PWM. 
It contains the study of both DM and CM EMI reduction. 

For DM conducted EMI noise reduction, this paper intro-
duced VSFPWM method based on the current ripple prediction 
model for three-level voltage source inverter. For three-level 
inverter, with carrier-based PWM analysis, current ripple pre-
diction model has been proposed. Then, VSFPWM method has 
been developed for three-level inverter to control the current 
ripple peak value. Experimental result demonstrates the atten-
uation of EMI noise peak value for three-level inverter, with 
current ripple peak value to be the same with normal SVPWM.

Three-level inverters possess the freedom to restrain CM by 
selecting appropriate vectors to reduce common-mode volt-
age. However, the attenuation of CM conducted EMI pays the 
price of lower utilization of DC voltage, higher THD and more 
switching losses. The equivalence of two significant PWM con-
tributes to simplify algorithm is introduced at the same time to 
optimize the algorithm for zero-CM modulation.

The variable switching frequency method successfully ex-
pands to zero common-mode modulation, whose mechanism 
is briefly illustrated with experimental results. This advanced 
method greatly reduces switching loss, decreases conducted 
EMI and has further improvement on CM problem.
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Abstract—A large number of photovoltaic (PV) systems are 
decentralized and connected to distribution networks, leading to 
challenges in model simulation. This paper presents an equivalent 
modeling method for regional decentralized PV clusters based on 
cluster analysis. The proposed method is based on the grouping 
principle that PV systems have similar dynamic response charac-
teristics, and grouping results are obtained using a fuzzy C-mean 
(FCM) clustering algorithm. Based on the clustering evaluation 
index, the optimal grouping number can then be determined and 
PV systems in the same group are combined into an equivalent 
PV system. The method to acquire equivalent parameters for PV 
arrays, transformers, and lines is also presented. A multi-machine 
equivalent model of regional decentralized PV clusters is estab-
lished, and the precision and efficiency of the proposed method is 
demonstrated using an actual distribution network.

Index Terms—Distribution network, equivalent modeling, fuzzy 
C-mean clustering, photovoltaic cluster, regional decentralization.

i. introduction

SOLAR energy is a clean, renewable energy that has un-
dergone rapid development and large-scale application, 

with photovoltaic (PV) grid-connected systems being the 
most important solar energy application [1]-[3]. In China, 
with the implementation of PV power generation poverty re-
duction policies, many PV power stations are decentralized 
and connected to distribution networks, forming regional de-
centralized PV clusters [4]. This increases the complexity of 
the distribution network model and leads to challenges such 
as long simulation times, huge memory usages, and difficulty 
updating models. Therefore, it is necessary to establish a simpli-
fied equivalent model of regional decentralized PV clusters. 

In recent years, equivalent modeling of PV system research 
has concentrated primarily on regional centralized PV systems 
or large-scale PV power stations. In [5], the authors propose an 
online clustering modeling method for large-scale PV power 

plants, using the control parameters of inverter as the clustering 
index. In [6], two equivalent modeling methods for PV system 
are proposed for partially shielded and unshielded PV cells. 
To study the transient characteristics of large-scale PV power 
stations and avoid constructing detailed models for every type 
of inverter, Mukherjee et al. [7] analyzed the effectiveness of 
the model reference adaptive control (MRAC) approach for 
modeling a grid connected inverter system. In [8], the equiva-
lent dynamic model of an actual PV power station with virtual 
synchronous characteristics was studied, and a method was pro-
posed to obtain the dynamic equivalent model of a group of PV 
converters based on the synchronous power controller.

The study of equivalent modeling of regional decentralized 
PV system is in its infancy. In the coherent-based equivalent 
method of large-scale power grids, the coherent generator group 
is equivalent to corresponding aggregates, and only key trans-
mission lines and nodes are retained. Therefore, the power sys-
tem scale can be reduced and the main dynamic characteristics 
can be preserved [9]-[11]. However, the PV power generation 
is different from conventional power generation, so the criteri-
on for PV system coherency must be defined to benefit from a 
coherency-based equivalent method. PV systems with similar 
dynamic responses under the same disturbance are considered 
coherent, and they should be combined into an equivalent PV 
system to ensure the dynamic characteristics of the original sys-
tem remain unchanged.

This paper proposes an equivalent modeling method for 
regional decentralized PV clusters. The clustering index is 
selected from the response curves of PV systems during a dis-
turbance. Then, a fuzzy C-mean (FCM) clustering algorithm is 
used to obtain dynamic grouping results, and PV systems in the 
same group are combined into an equivalent PV system, estab-
lishing a multi-machine equivalent model of regional decentral-
ized PV clusters. Finally, simulation analysis is performed using 
an actual distribution network in Anhui province. 

ii. cluStering index

A. Model of Regional Decentralized PV Cluster 

A PV cluster is a collection of PV systems that are near each 
other with only small differences in solar radiation, and the 
same point of interconnection (PCC). Taking the city of Jinzhai, 
Anhui province as an example, a total of 295 small village PV 
systems have been built and connected to a distribution net-
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work, forming several regional decentralized PV clusters. A 
typical PV cluster under a 35 kV substation is shown in Fig. 1, 
there are 10 PV systems in all, which is called the detailed model.

The common model of a single PV system is shown in Fig. 2, 
which contains a PV array, a grid-connected inverter, a filter, 
and other devices. The specific characteristic equation can be 
referred to in [12], but is not described in detail in this article.

B. Clustering Index of PV System

The basic idea of a regional decentralized PV cluster is to 
combine PV systems that have similar dynamic responses into 
an equivalent PV system. However, dynamic features of PV 
systems are influenced by many factors, including inverter 
controller parameters, the location and capacity of PV systems, 
and other parameters. Therefore, it is difficult to propose a rea-
sonable clustering index from inherent parameters of a system 
model [13]. In this paper, the feature points extracted from the 
response curve of a PV system are taken as the clustering index. 
The active power response curve of a PV system under typical 
disturbance is shown in Fig. 3.

In Fig. 3, P0 is the first peak and tp0 is the time from the start 

of the dynamic process to the first peak. For the reactive power 
response curve, extraction of feature points is the same as for 
active power, with the two feature points being recorded as Q0 
and tq0 , respectively.

Considering that under a three-phase short-circuit distur-
bance, the dynamic response of a PV system is generally the 
most obvious, when a three-phase short-circuit fault occurs at 
the PCC point, the vector [P0, tp0, Q0, tq0] of each PV system 
is taken as the clustering index. Note that parameters must be 
normalized due to differences in dimensions and orders of mag-
nitude of parameters.

iii. multi-machine equiValence oF regional 
decentralized pV cluSterS

A. Clustering Method of PV Systems Based on the FCM Al-
gorithm

The clustering algorithm is an iterative optimization process, 
where the similarity between the clustering index which are in 
the same group is greater, and the similarity between clustering 
index of different groups is smaller[14]-[18]. On the basis of 
general clustering, the concept of fuzzy clustering is proposed. 
Through the FCM algorithm, n clustering indexes xj ( j = 1,2,...,n) 
that corresponding to n PV systems are divided into c groups, 
it is determined which group each clustering index belongs to 
by the membership between [0,1], and the clustering centers of 
each group are calculated vi ( i = 1,2,...,c)  to get the minimal 
value of the objective function. The objective function is as fol-
lows:

(1)

where ||vi-xj||2 is the Euclidean distance between the ith cluster 
center vi and the clustering index of the jth PV system xj, m is the 
weighting exponent, , usually m is 2,  , uij is 
the membership value that the jth PV system belongs to the ith 
cluster center, which satisfies normalization:

                 (2)

In order for (1) to achieve the minimum value, the following 
functions are constructed:

                        (3)

where λj is the Lagrange multiplier of (2). By taking the deriva-
tive of all input parameters, we can get the necessary condition 
for (1) to get the minimum value, which is as follows:

Fig. 1.  Regional decentralized PV clusters.

Fig. 2.  The structure of a single PV system.

Fig. 3.  Sketch of active power disturbance curve extraction.
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 (4)

                           (5)

Thus, the output of the FCM algorithm includes two parts: 
the first part is c clustering centers, and each clustering center 
represents the average characteristics of the clustering index of 
the PV systems, the second part is a c×n -order membership 
matrix, which represents the membership that each PV system 
belongs to each group. Generally, the rule of maximum mem-
bership determines which group the PV systems belong to.

To evaluate the clustering effect and determine the optimal 
grouping number, two evaluation indices, the partition coef-
ficient(PC) and the classification entropy(CE), are defined as 
follows:

                                  (6)

                          (7)

where PC is used to evaluate the degree of separation of different 
PV groups, the larger the better, and CE is used to evaluate the de-
gree of fuzziness of different PV groups, the smaller the better.

B. Multi-Machine Equivalent Model

Using the FCM algorithm to group PV systems in Fig. 1, the 
detailed steps are shown as follows:

Step1: The clustering index [P0, tp0, Q0, tq0] are constructed 
for all PV systems.

Step2: A membership matrix is generated randomly, which 
satisfy (2).

Step3: Updating the clustering centers through the member-
ship matrix according to (4).

Step 4: Updating the membership matrix through the cluster-
ing centers according to (5).

Step5: Repeating steps 3 and 4 until the change of the value 
of the objective function calculated by (1) is less than the per-
missible value.

Step 6: Calculating the clustering evaluation indices  and   ac-
cording to (6) and (7).

Step 7: Changing the number of groups c, and come back 
to step 2 to group the PV systems again. The best number of 
groups is determined by comparing the values of PC and CE 
under different number of groups, and the final grouping results of 
PV system are determined by the membership matrix at this time.

The n PV systems are divided into c groups through the 
above steps, then PV systems that are in the same group are 
merged into an equivalent PV system, all equivalent PV sys-
tems are then connected to the PCC. The equivalent model is 
shown in Fig. 4.

The equivalent model of regional decentralized PV clusters 
is required to have the same external characteristics as the de-
tailed model. That is to say, the two models should have similar 
dynamic response curves at the PCC point, including power, 
frequency, current, voltage, and so on.

iV. equiValent parameterS calculation

In Fig. 4, taking the xth ( 1 ≤ x ≤ c ) equivalent PV system as 
an example, and supposing that the xth equivalent PV system is 
merged by M PV systems, the calculation method of the equiv-
alent parameters is as follows.

A. Equivalence of PV Array 

In the actual operation, it is difficult to ensure the power gen-
eration of PV systems due to partial shading and passing clouds, 
at this point, we can adopt parameter identification method to 
get the equivalent number of PV modules under ideal condition 
according to reference [19], thus the actual power generation of 
each PV array can be obtained, denoted as Pk (k = 1,2,...,M). The 
power generation of the xth equivalent PV array is as follows:

                                                                (8)

B. Equivalence of Line Parameters 

Before equivalence, the voltage difference between the M PV 
systems and the PCC can be obtained by the power flow cal-
culation, which is denoted as ΔUk(k = 1,2,...,M). Then we can 
calculate the weighted average voltage difference of the M PV 
systems (the power of a PV system is used for weighting) as:

                          (9)

After equivalence, according to Fig. 4, the voltage difference 
between the xth equivalent PV system and the PCC is calculated 
as follows:

                          (10)

where UPCC is the voltage of at the PCC point .
Solving the equation  = , the impedance of the 

equivalent line is as follows:

Fig. 4.  Equivalent model of regional decentralized PV cluster.
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                        (11)

The above is the equivalent method of line impedance. Be-
cause the length of the line is short and the voltage is low, the 
influence of line capacitance can be ignored.

C. Equivalence of Transformer Parameters 

According to Fig. 2, the equivalent impedance circuit of a 
single PV system can be simplified as shown in Fig. 5. where 
Ztr_k is the impedance of the kth PV transformer. Therefore, 
before equivalence, the total loss of the M transformers can be 
calculated by: 

                             (12)

After equivalence, the loss of the transformer in the xth equiv-
alent PV system is:

                      (13)

At the same voltage level, it is thought that I ∝ P. There-
fore, by solving the equation Sx = Seq_x , the impedance of the xth 
equivalent transformer can be obtained:

                      (14)

Due to the low voltage level, the loss of the transformer exci-
tation branch is small and can be ignored.  

D. Equivalence of Inverter Parameters

The equivalent PI controller parameter of grid-connected 
inverters can be calculated using the capacity weighted method 
[20] as follows:

           (15)

where kpu and kiu are the proportional and integral coefficients 
of the voltage outer loop, respectively, and kpi and kii are the 
proportional and integral coefficients of the current inner loop, 
respectively.

To ensure the filtering effect of equivalent inverters, and that 
reactive power consumption remains unchanged before and 
after the equivalence, the equivalent filter inductance can be ac-
quired by:

                             (16)

E. Error Analysis of Equivalent Model

In order to analyze the error of equivalent model proposed 
in this paper, the simulation results of the detailed model of PV 
cluster are taken as the reference, the error evaluation index of 
equivalent model is calculated as follows:

                             (17)

where t1 and t2 are the start time and end time of simulation, 
respectively, Yd and Ye are the electrical quantity of the detailed 
model and the equivalent model at PCC, respectively, the elec-
trical quantity here can be active power, reactive power, fre-
quency and so on.

V. numerical exampleS

A. Example of the System

 The simulation system is the same as shown in Fig. 1. A 
typical double-loop controller is used as the inverter controller 
model, which contains a power outer loop and a current inner 
loop. The reference value of reactive power is set to zero, mak-
ing the power factor unity. The main parameters of the system 
are shown in TABLE I and TABLE II. The line model is LGJ-35.

B. Clustering Result Analysis

The FCM algorithm is used to group the above regional de-
centralized PV cluster, when the grouping number is different, 
the evaluation indices of PC and CE are shown in Fig. 6.

As can be seen in Fig. 6, when the regional decentralized PV 
cluster is divided into two groups, the evaluation index PC is 
at a maximum and CE is at a minimum. Therefore, the optimal 
grouping number is c = 2 . Results are shown in TABLE III.

The equivalent model of the regional decentralized PV clus-
ter was calculated based on the method presented in Section III 
and is given in TABLE III. 

C. Equivalence Effect Verification

In order to verify the effect of the equivalent model, the fol-
lowing four cases are simulated:

1) Three-Phase Short Circuit Fault 
This simulation will compare the proposed equivalent meth-

od with the traditional single-machine equivalent method to ver-
ify the method in this paper. A three-phase short circuit fault oc-
curs at the PCC point at 0.3 s and the fault clears at 0.38 s. The 
response curves of the detailed model, the proposed equivalent 
model, and the traditional single-machine equivalent model at 
PCC are shown in Fig. 7, the error calculation results are shown 

Fig. 5.  Equivalent impedance circuit of a single PV system.
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in TABLE IV, the actual time spent in the simulation process of 
the three models are shown in TABLE V.

As shown in Fig. 7 and TABLE IV, the equivalent model in 
this paper has higher precision than the traditional single-ma-
chine model. TABLE V shows that the simulation time of the 
equivalent model in this paper is much lower than that of the 
detailed model, and is close to that of the traditional single-ma-
chine equivalent model. Therefore, the proposed equivalent 
model in this paper balances precision and simplification. How-
ever, this method also has some limitations, when the structure 
of distribution network or the capacity of PV systems changes, 

the power response curve under typical disturbance shown in 
Fig. 3 will also change, which leads to the change of clustering 
index, therefore we need to rebuild the clustering index for each 
PV system, it will increase  much calculation burden.

TABLE III
BeSt grouping reSultS

PV System Node Number

Group 1
Group 2

3, 7, 11, 12, 13, 19
10, 15, 16, 18

(a) Active power response curve.

 

(b) Reactive power response curve.

 

(c) Frequency response curve.

Fig. 7.  Response curves for three-phase short circuit.
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TABLE I
line parameterS

Line Length (m) Line Length (m)

1-2
2-3
3-4
4-5
5-6
6-7
7-8
8-9
9-10

1839 
1266
1679
583
115
386
1298
90
172

10-11
4-12
12-13
5-14
6-15
15-16
16-17
17-18
9-19

435
241
1180
146
1610
1528
985
708
2319

TABLE II
pV node parameterS

Node 
Number

Power
(kW) kpu kiu kpi kii Lk(mH)

Transformer
Type

3
7
10
11
12
13
15
16
18
19

21
36
60
30
24
21
45
39
45
30

0.51
0.80
0.62
0.45
0.75
0.50
0.42
0.35
0.62
0.80

0.86
2.55
1.23
3.24
1.05
1.56
0.65
2.20
1.64
2.76
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400
150
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Fig. 6.  Evaluation index of the clustering effect.

grouping number

ev
al

ua
tio

n 
in

de
x

2 3 4

0.7

0.6

0.5



151

As a final note, the equivalent model in this paper is a 
two-machine equivalent model based on TABLE III,  but it does 
not mean that this equivalent model has the highest precision. In 
general, the more grouping number, the higher precision of the 
established equivalent model, but the model will be more com-
plex correspondingly. In this paper, the best grouping number 
is chosen by the calculation of PC and CE, so the established 
equivalent model can best balance precision and simplification 
in theory.

2) Single-Phase Short Circuit Fault 
The clustering index of the PV system is constructed under 

the condition of a three-phase short circuit fault as shown in 
section II. To verify the application of the equivalent model to 
another fault situation, a single-phase ground fault occurs at 
PCC point at 0.3 s and the fault clears at 0.38 s. Voltage and 
current curves of the detailed model and the equivalent model at 
the PCC point are shown in Fig. 8.

Fig. 8 shows that the external characteristics of the equivalent 
model are in agreement with that of the detailed model. There-
fore, the clustering index presented in this paper is reasonable, 
and a PV system with similar dynamic characteristics can be 
divided into the same group by the clustering algorithm.

3) Voltage Disturbance From Power Grid
Three-phase short circuit fault and single-phase short circuit 

fault are both large disturbance, in order to verify the accuracy 
of the equivalent model under small disturbance, small distur-
bance of power grid voltage is set in this simulation: the power 
grid voltage change from 1.0 p.u to 0.9 p.u at 0.5 s, and the volt-
age is restored to 1.0 p.u at 0.6 s. The active and reactive power 
curves of the detailed model and the equivalent model at  PCC 
are shown in Fig. 9.

As seen in Fig. 9, the response curve of equivalent model is 
still agreement with the detailed mode under small voltage dis-
turbance from power grid, this comparison shows the effective-

(a) Active power response curve.

 

(b) Reactive power response curve.

Fig. 9.  Response curves for voltage disturbance from power grid.
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TABLE V
model Simulation time

Detailed model Proposed 
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Time spent 25 s 7 s 5 s
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Fig. 8.  Voltage and current response curves for single-phase short circuit.
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TABLE IV
error calculation reSultS

Proposed 
equivalent model

Traditional 
equivalent model

Active power error
Reactive power error

Frequency error

0.0041
0.0095
0.0018

0.0115
0.0340
0.0044

H. WU et al.: EQUIVALENT MODELING METHOD FOR REGIONAL DECENTRALIZED PHOTOVOLTAIC CLUSTERS BASED ON CLUSTER ANALYSIS



152 CPSS TRANSACTIONS ON POWER ELECTRONICS AND APPLICATIONS, VOL. 3, NO. 2, JUNE 2018

ness of the proposed clustering modeling method again.

4) Light Intensity Disturbance
In this section, a comparison is shown when the external 

environment changes. In the simulation, the light intensity of 
the system is shown in Fig. 10(a). The active power response 
curves of the detailed model and the equivalent model at the 
PCC point are shown in Fig. 10(b). 

 As seen in Fig. 10, the duration of interruption in light inten-
sity is long, and the system response is not severe. Therefore, 
by using maximum power point tracking (MPPT), the active 
power of the PV cluster can effectively track the change in light 
intensity and the active power response curves of the two mod-
els are very similar. 

Vi. concluSion

This paper presents an equivalent modeling method for re-
gional decentralized PV clusters. By extracting feature points of 
response curves, the clustering index of a PV system is given. 
The PV systems are then divided into groups by a FCM clus-
tering algorithm. PV systems that are in the same group are 
merged into an equivalent PV system by calculation of equiva-
lent parameters, establishing an equivalent model of the region-
al decentralized PV cluster.

Simulation results and error analysis shows the effectiveness 

of the proposed method. The optimal grouping number is deter-
mined by the evaluation indices PC and CE, and the established 
equivalent PV system has a similar response to disturbances 
such as short-circuit faults, grid voltage fluctuation and exter-
nal environment changes as the detailed model. Whether this 
method can be extended to other types of distributed generator 
cluster is a topic for further research.
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Abstract—The power quality problem in the power system 
is increased with the use of non-linear devices. Due to the use of 
non-linear devices like power electronic converters, there is an 
increase in harmonic content in the source current. Due to this 
there is an increase in the losses, instability and poor voltage waveform. 
To mitigate the harmonics and provide the reactive power com-
pensation, we use filters. There are different filters used in the 
power system. Passive filters provide limited compensation, so active 
filters can be used for variable compensation. In this paper, a 
shunt active filter has been made adaptive using a Variable Leaky 
Least Mean Square (VLLMS) based controller. Proposed adaptive 
controller can be able to compensate for harmonic currents, 
power factor and nonlinear load unbalance. DC capacitor voltage 
has been regulated at a desired level using a PI controller and a 
self-charging circuit technique. The design concept of proposed 
adaptive controller for shunt active filter has been verified through 
simulation and experimentation.

Index Terms—APF, harmonics, neural network, power quality, 
Variable Leaky Least Mean Square (VLLMS).

i. introduction

OVER the past few years, rapid increase in the use of non-
linear loads causes many power quality issues, like high 

current harmonics, low power factor and excessive neutral 
current. The increased harmonics, reactive power and un-
balance cause increase in voltage distortion, line losses and 
instability when harmonic current travel upstream and pro-
duce drop across the line impedance, which leads distortion in 
power system. Usually, passive filters are used for suppres-
sion of harmonics but their applications are limited to fixed 
amount of compensation. Passive filters are also not capable 
in providing solutions in presence of unbalance and variable 
reactive power compensation. Another disadvantage with 
passive filter is the problem of resonance which amplifies current 
of certain harmonic frequencies. The solution to above men-
tioned problem can be realized using a shunt active power filter 
[1]-[4]. 

APF performance basically depends on the way of estimating 
the reference compensating signal. Instantaneous reactive 
power (IRP) theory [5], synchronous reference frame (SRF) 
theory [6] and modified p-q theory [7] etc. are the well-known 
methods of generating current reference by maintaining dc link 
voltage.  These above cited methods are very attractive for their 

simplicity and ease of implementation but they are incapable 
in providing appropriate solution in presence of more harmon-
ics, reactive power and unbalance or their combinations with 
limited power rating of voltage source inverter (VSI) used as 
APF. Soft computing techniques such as neural network have 
been discussed in [8]-[10]. So it can be seen that use of artificial 
intelligence has been used very often as a controller in shunt 
active filter. A model reference adaptive sliding mode control 
(MRASMC) using radial basis function (RBF) [11] has been 
used as a controller in single phase active power filter (APF). 
An adaptive sliding mode control with a double loop recurrent 
neural network (DLRNN) [12] structure has been used for nonlin-
ear dynamics system. A new control using sliding mode control -2 
[13] has also been implemented in Hybrid Series Active Power 
Filter (HSAPF) for making it robust and stable. 

So far as signal processing techniques are concerned, Least 
Mean Square (LMS) is a favorable choice. Because of fixed 
step size in conventional LMS technique, it has slower rate of 
convergence. This can be overcome using time varying step 
size [14]. Since least mean square of error is taken as the cost 
function in LMS algorithm, weights are not bounded and it 
takes more time to respond because of stalling effect [14]. To 
overcome this, leaky LMS algorithm is employed where magni-
tudes of weights are also included in cost function to nullify the 
stalling and parameter drifting effect [15], [16].  

This paper proposes a VLLMS based technique for shunt 
active filter. Harmonic currents and reactive component of 
nonlinear load can be extracted using a circuit based on above 
technique. Both harmonic and reactive current of nonlinear load 
together with signal from self-charging circuit [17] form the 
reference injection current of adaptive hysteresis controller for 
generating switching signal of three phase IGIT voltage source 
inverter. It becomes also able to compensate for unbalanced 
load currents and bring the power factor of the supply side to 
become unity. DC capacitance is also maintained at a desired 
level using a self-charging circuit. The main contribution of the 
paper is on the implementation of VLLMS in active power filter 
circuit for faster adaptation of active filter to any variations in 
operating conditions. Conventional weight updating algorithm 
is modified by replacing with VLLMS based weight updating 
algorithm, which greatly enhances the speed of algorithm and 
extraction. Another contribution of this paper is the use of Adaptive 
Hysteresis Band Current Control technique for avoiding acoustic 
noise uneven switching frequency in hysteresis band current 
control.

The paper is organized as follows. Section II discusses in 
detail about adaptive shunt active power filter. Section III shows 
the simulation results and discussion. Section IV experimentally 
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verifies the proposed algorithm. Section V concludes the paper.  

ii. adaptiVe Shunt actiVe poWer Filter

A. System Configuration

The current source iL is used to model the instantaneous current 
of the nonlinear load that can be represented by

 

(1)

Where iL1 is the peak value of the fundamental component and 
iLn is the peak value of the harmonic component. L1 and Ln 
are the phase angles of the fundamental and the harmonic com-
ponents. Fig. 1 shows the circuit for shunt APF. Voltage source 
v represents the instantaneous supply voltage at the PCC with 
is as its instantaneous supply current. The injection current of 
the shunt active filter is denoted by iinj. The first order low-pass 
filter in series with the VSI output is represented by inductor Lsh 
with resistor Rsh as the inverter losses. Vdc /2 denotes the voltage 
of each capacitor unit.

In (1) above, the instantaneous current of the nonlinear load 
is expanded into 3 terms. The first term is the load instantaneous 
fundamental phase current iL1,p which is always in phase with 
the supply voltage. The second term iL1,p is the load instantaneous 
fundamental quadrature current which is always 90° out of phase 
with the supply voltage. The third term iLn is the load instantaneous 
harmonic currents. From Fig. 1, it can be shown that

(2)

In order to have is that is almost in phase with v and at the same 
time consists only of the fundamental component, from (2)

(3)                                                                                                                                             

The dc voltage of each capacitor Vdc /2 is also measured and 
passed to the self-charging circuit to regulate to its reference 
voltage level V*

dc /2. The output signal from the self-charging 
circuit idc together with iL1,q and iLn will form the reference injection 
current of the adaptive shunt active filter i*

inj.

B. Adaptive VLLMS based Fundamental Active Component 
Extraction

Here a VLLMS algorithm is used for extraction of fundamental 
active component of current from load current. For that, signal 
can be modelled as

(4) can be rewritten in parametric form as follows  

(5)

(6)    

The vector of unknown parameter

                                                                                                 (7)

The VLLMS algorithm is applied to estimate the state. The 
algorithm minimizes the square of the error recursively by altering 
the unknown parameter Xk at each sampling instant using (8) given 
below

(8)

where the error signal is

(9)

Step size μk is varied for better convergence of the VLLMS algo-
rithm in the presence of noise. 

(10)
                 

where Rk represents the autocorrelation of ek and ek-1. It is computed 
as

                                        (11)

where β is an exponential weighting parameter and 0< β <1, 
and λ(0 < λ < 1) and γ > 0 control the convergence time.
The variable leakage factor γk can be adjusted as

(12)

Fig. 1.  System block diagram of single-phase adaptive shunt active filter.

(4)
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After the updating of the vector of unknown parameter using 
VLLMS algorithm,

                                                                 (13)

As seen from Fig. 1, the current output of the VLLMS based 
fundamental extraction circuit is subtracted from the load current. 
The subtracted output serves as a major component in reference 
current generation. Fig. 2 shows the flow chart of the active 
component of fundamental current extraction scheme using 
VLLMS algorithm. 

C. DC Capacitor Self Charging Circuit

To regulate the dc capacitor voltage at the desired level, an 
additional real power has to be drawn by the adaptive shunt active 
filter from the supply side to charge the two capacitors. The energy 
E stored in each capacitor can be represented as

(14)

If the value of the dc capacitor voltage changes from Vdc to  V'
dc 

the change in energy is represented by 

(15)

The charging energy delivered by the three-phase supply side 
to the inverter for each capacitor will be 

 
                             

P: additional real power required
t: charging time
Vrms: value of instantaneous supply voltage v
Idc-rms: value of the instantaneous charging current idc 

: phase difference between supply voltage and charging current

(16)

Neglecting the switching losses in the inverter and according to 
the energy conservation law, the following equation holds from 
(15) and (16).

 

 

                                  

To maintain the value of each dc capacitor voltage at the refer-
ence level V *

dc / 2, Vdc / 2 is measured and fed back to a PI controller 
as shown in Fig. 3 to manipulate V 'dc / 2. So that it can be used in 
(17) to compute the required peak value of the charging current 
Idc from the supply side. The PI controller also helps in reducing 

Fig. 2.  Flow chart of the active fundamental current extraction scheme of 
VLLMS algorithm.

(17)
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the steady state offset between the reference V *
dc / 2 and the actual 

Vdc / 2. The PLL synchronizes itself with the supply voltage of 
phase a i.e va and gives three output sinewaves which are 120° 
out of phase with each other. These sine waves are multiplied 
with Idc to obtain three phase idc. In order to force the supply side 
to deliver idc, a term consisting of this idc is added to the three 
phase injection currents iinj that can be represented by  

(18)  

Fig. 3 shows the schematic of three phase self-charging circuit with 
PI controller. The negative sign indicates the flow of charging 
current into the VSI. For each phase it lags by an angle of 120°. 
The reference currents calculated shows that the adaptive shunt 
APF injects iLn and iL1,q into the line to compensate the harmonic 
currents and the reactive power respectively, and at the same 
time it receives the charging current idc from the supply to regulate 
the dc capacitor voltage.

An inductor which acts a low pass filter is connected in 
between the filter and the PCC to eliminate the higher order 
harmonics. The compensating signals along with the original 
injecting currents are given to a adaptive hysteresis current controller to 
generate the switching pulses for the IGBTs or switches in the 
inverter to produce the required currents.   

D. Adaptive Hysteresis Current Controller

Adaptive hysteresis control has been used in this paper to 
actualize (18) at the output of VSI. The mathematical expression 
derived in (18) has been used as the reference signal i*

inj for the 
adaptive hysteresis control.  The injected current iinj at the output of 
VSI is measured and fed back to the adaptive hysteresis control 
as it’s another input. The adaptive hysteresis control will take 
the difference between i*

inj and iinj as given by

                               (19)                        

Taking into account the value of Δiinj, the adaptive hysteresis 
control will switch the IGBT of VSI as per the expression given 
in (20).

        (20)

Where HB is the hysteresis band and Sw is the status of the 
IGBT, "1" represents on and "0" represents off.  The value of 
"u" shown in Fig. 1 will be "1" if  Sw = "1" and "-1" if  Sw = "0".

In hysteresis band current control, it has a fixed hysteresis 
band due to which the switching frequency is not constant, 
are uneven in nature. Due to this uneven switching frequency 
acoustic noise is produced. To overcome these drawbacks, an 
Adaptive Hysteresis Band Current Control technique has been 
used which adaptively changes the hysteresis band according 
to system parameters such as reference source current, source 
voltage, switching frequency and dc capacitor voltage, so that 
the switching frequency is maintained almost constant. The 
hysteresis band [18] can be calculated according to the follow-
ing equation.

(21)

Where, fc is modulation frequency, is the slope of the 

command current wave and v is the supply voltage.
In adaptive hysteresis band current controller, since modulation 

frequency fc, almost remains constant, this improves the PWM 
performances and APF substantially. Calculated hysteresis band 
using above (21), is applied to hysteresis band current controller 
as shown in Fig. 4 for switching pulse generation to be fed back 
to inverter.  

iii. Simiulation StudieS

Various simulations at different power system conditions 
have been carried out with the proposed VLLMS based controller. 
Simulations have been done using power system block set under 
MATLAB/Simulink environment. 

A. Simulation Results With Three Phase Nonlinear Load

The performance of the system with non-linear load has been 
analysed by simulating the shunt APF filtering using both the 

Fig. 4.  Adaptive hysteresis band current controller.
Fig. 3.  Three phase self-charging circuit with PI controller.
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control strategies. The system data on which the simulation has 
been carried out is shown in the TABLE I.

The MATLAB /Simulink results are presented in Fig. 5. Fig. 5(a) 
shows the source current of phase-a without any compensation. 
The THD of this current as shown in Fig. 5(b) is 17.93%, which 
exceeds the IEEE standards. The source current of phase-a after 
compensation using proposed controller is shown in Fig. 5(c). 
The harmonics are reduced and the source  current is almost 
sinusoidal. The THD of the source current has been reduced to 
very low value which is permissible (2.84%) and the harmonic 
analysis of the current is shown in Fig. 5(d).

The voltage of the DC side capacitor is maintained constant 
using a self-charging circuit in the VLLMS based current 
decomposer. The voltage of the single capacitor on the DC side 
is shown in the Fig. 6.

B. Simulation Results With Combination of Non-Linear Load 
and Unbalanced Linear Load

For another performance comparison simulation for combination 
of non-linear load and unbalanced linear load has been carried 
out. The phase-a source current before compensation is shown 
in the Fig. 7(a) and the harmonic analysis is shown in the Fig. 7(b). 
The THD of source current before compensation for the combi-
nation of loads is 14.23%.

The simulation is done using proposed VLLMS based controller 
and phase a source current after compensation is shown in Fig. 7(c) 
and the harmonic analysis of the phase a current is shown in the 
Fig. 7(d). DC Side capacitor voltage is shown in Fig. 7(e).

C. Simulation Results With Unbalanced Linear Load

To analyze the system performance, another condition has 
been taken into consideration. Linear load with unbalanced 
nature is connected to the source. The unbalanced load current 
is shown here in Fig. 8(a), whereas after compensation with the 
proposed technique it becomes more sinusoidal as shown 
in Fig. 8(b). Spectral analysis of load current is found to be 
20.93% from Fig. 8(c) and with the proposed method, the 
THD has been reduced to 2.21% clearly shown in Fig. 8(d). 
Simulation parameter for this condition has been presented in 
TABLE II.

D. Simulation Results With Balanced Highly Inductive Load

This condition is very much essential to test the effectiveness 
of the proposed method. In this condition balanced and highly 
inductive loads are connected to the source. Parameters considered 
for this simulation are shown in TABLE III. Inductive load current 

TABLE I
SyStem parameterS

System Parameter Value

Voltage
Frequency

Ls

Rs

Rload

Lload

Rf

Lf

220 V
50 Hz

3.5 mH
0.01

10 ohms
10 mH
1 ohm
0.3 mH

(d)

Fig. 5.  (a) Phase-a source current before compensation, (b) Harmonic 
analysis of phase-a source current before compensation, (c) Phase-a source 
current after compensation using proposed controller, (d) Harmonic analysis 
of phase-a source current after compensation.
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obtained from the simulation has been shown in Fig. 9(a), after 
compensation with the application of VLLMS  decomposer 
control algorithm the source current become sinusoidal as 
shown in Fig. 9(b). From the spectrum analysis the harmonic 
content can be known, THD of the load current is 30.50% as 
per Fig. 9(c) which has been reduced to 2.61% for VLLMS de-
composer control algorithm as shown in Fig. 9(d).

iV. experimental reSultS and diScuSSion

The real validation of the proposed scheme has been verified 
by hardware experiment performed in the laboratory. DS1103 
controller board has been used which is compatible with 
MATLAB to control the experimental setup, the controller has 
been developed in MATLAB/dSPACE interactive platform. 
The PWM signal generated from the control board are passed 
through the driver circuit which is fed to the inverter. The experi-
mental setup developed in the laboratory includes voltage and 
current sensor boards, driver circuit, inverters. The hardware 
setup block diagram is shown in Fig. 10. Single phase shunt 
active power filter is connected in to the distributed system at 
the load end. The experiment is conducted in the following 
steps, first the source is feeding the load without the power con-
ditioner connected to the system and the nonlinear load current 
is sensed which is highly rich in harmonics. 

The shunt APF with the proposed control scheme has been designed and implemented. Various cases have been considered 

Fig. 6.  Voltage of DC side capacitor in VLLMS based decomposer.
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TABLE II
Filter and load parameterS For unBalanced caSe

Parameter Value

Unbalanced load resistance (Rlabc)
Unbalanced load inductance (Llabc)

Rf

Lf

10 ohms, 20 ohms, 30 ohms
0.2 H, 0.5 H, 0.65 H

1 ohm
0.3 mH

TABLE III
Filter and load parameterS For highly inductiVe load

Parameter Value

Load resistance (Rlabc)
Load inductance (Llabc)

Rf

Lf

20 ohms, 20 ohms, 20  ohms
10 H, 10 H, 10 H

1 ohm
0.3 mH
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Fig. 7.  (a) Phase-a source current before compensation for combination of 
load, (b) Harmonic analysis of the phase-a source current before compensa-
tion for combination of load, (c) Phase-a source current after compensation 
for combination of load using VLLMS based controller, (d) Harmonic anal-
ysis of phase-a source current after compensation for combination of load 
using VLLMS based controller, (e) DC side capacitor voltage after combi-
nation of load using VLLMS decomposer.
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for the validation of the simulation work. The experimental 
parameters are listed in the TABLE IV. 

A. Performance of Shunt APF based on VLLMS with Nonlinear 
Load

The three phase source is connected to the nonlinear load, 
which injects harmonics to the distribution system. The harmonic 
rich load current is measured and presented in Fig. 11(a). The 
VLLMS algorithm is applied for the compensation of load harmonics. 
The source current after compensation is presented in Fig. 11(b). 

The THDs before and after compensation have been given in 
Fig. 11(c) and Fig. 11(d) respectively.

B. Performance of Shunt APF Based on VLLMS Under Nonlin-
ear Load and Unbalance Linear Load

The source is feeding a combination of linear and nonlinear 
load, where the linear load considered is unbalanced in this 
case. The measured load current is presented in Fig. 12(a) with 
nonlinear load and unbalance linear load. The shunt APF with 
VLLMS is employed for compensation, where the source current 
is compensated as shown in Fig. 12(b).

(d)

Fig. 8.  (a)Unbalanced load current, (b) Phase-a source current after compen-
sation after combination of load using VLLMS decomposer, (c) Harmonic 
analysis for load current, (d) Analysis for source current with VLLMS de-
composer.
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Fig. 9.  (a) Balanced load current, (b) Phase-a source current after compen-
sation after combination of load using VLLMS decomposer, (c) Harmonic 
analysis for load current, (d) Harmonic analysis for source current with 
VLLMS decomposer.
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C. Performance of Shunt APF Based on VLLMS Under 
Unbalance Linear Load

In this case, an unbalanced linear load has been connected to 
the main grid. The sensed load current is shown in Fig. 13(a). 
After compensation by Shunt APF with VLLMS, the compensated 
source current is shown in Fig. 13(b).

D. Performance of Shunt APF Based on VLLMS Under Highly 
Inductive Load Case

A highly inductive nonlinear load has been connected to the 
main grid where the load current is sensed and presented in Fig. 14(a). 
The highly inductive load current is rich in harmonics which 
need to be eliminated. The shunt APF with the proposed meth-
od is employed for the compensation of the harmonics and to 

Fig.12.  Nonlinear load and unbalance linear load case (a) Load current, (b) 
Source current after compensation.

(a) (b)

Fig.13.  Unbalance linear load case (a) Load current, (b) Source current af-
ter compensation.

(a) (b)

Fig.14.  Highly inductive load case (a) Load current, (b) Source current af-
ter compensation.

(a) (b)

(a) (b)

(c) (d)

Fig.11.  Nonlinear load case (a) Load current, (b) Source current after com-
pensation, (c) THD before compensation of load current, (d) THD after 
compensation source current.

Fig. 10.  Block diagram of experimental prototype compensation.

TABLE IV
SyStem parameter For experimental Setup

System Voltage 110 V

Frequency 50 Hz
Non linear load 30 Ω, 50 mH

Unbalance Load
30 Ω, 50 mH
20 Ω, 40 mH
25 Ω, 30 mH

Coupling inductance source 0.2 Ω, 0.05 mH
Interfacing inductance shunt APF 0.02 Ω, 0.003 mH

DC link capacitor 2100 μF
Switching frequency 10 kHz

RectangularRectangular
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maintain the source current as sinusoidal. The source current 
after compensation is presented in Fig. 14(b).

V. concluSionS

In this paper, a new control design for the shunt active power 
filter has been presented. The controller design is based on 
VLLMS based algorithm for fundamental current extraction. 
With the use of this proposed algorithm, the performance of 
shunt active filter has been enhanced. The proposed shunt active 
power filter compensates balanced and unbalanced nonlinear 
load currents. Self-charging capability has also been integrated 
into the proposed shunt active power filter for regulating the dc 
capacitor voltage. Simulation and experimental results under 
various system operating conditions have verified the effectiveness 
and robustness of the proposed adaptive shunt active filter.
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Abstract—The on-state resistance Rds,on is a key characteristic 
of unipolar power semiconductors and its value depends on the 
operating conditions, e.g. junction temperature, conducted cur-
rent and applied gate voltage. Hence, the exact determination of 
the Rds,on value cannot rely on datasheet information and requires 
the measurement of current and on-state voltage during opera-
tion. Besides the determination of the conduction losses, the on-
state voltage measurement enables dynamic Rds,on analysis, device 
temperature estimation, condition monitoring and consequently 
time-to-failure prediction. However, in contrast to a switch current 
measurement, several challenges arise in the design of an on-state 
voltage measurement circuit (OVMC), i.e. high measurement ac-
curacy (mV-range) during on-state, high blocking voltage capabili-
ty (kV-range) during off-state and fast dynamic response (ns-range) 
during switching transitions are demanded. Different OVMC 
concepts are known from IGBT applications, however, the more 
severe requirements introduced from the high switching frequency 
and low OV characterizing the operation of fast switching power 
semiconductors, prevent their usage. Off-the-shelf products hardly 
satisfy the mentioned specifications, whereas the performance 
of state-of-the-art OVM research prototypes require further in-
vestigations and/or improvements. With this aim, an innovative 
OVMC concept is designed, analyzed, calibrated and tested in this 
paper. Furthermore, the conduction losses of different power semi-
conductors are measured as function of their operating conditions 
to validate the performance and highlight the potential of the pro-
posed OVMC.

Index Terms—Conduction loss measurement, on-state resistance, 
on-state voltage measurement circuit.

i. introduction

TODAY, the detailed experimental analysis of a power con-
verter circuit is typically focused on the switching behavior 

of the power semiconductors, e.g. switching overvoltages and 
voltage oscillations occurring in hard-switching [1] and/or 
switching voltage and current time displacement relative 
to zero-voltage switching (ZVS) [2]. However, with the in-
creasing switching speed enabled by wide bandgap devices 
and/or with employing ZVS concepts, the loss contribution 
of the semiconductors is more and more dominated by the 
conduction losses. 

The power converter operating conditions are significantly 
influencing the occurring conduction losses. Junction tem-
perature, conducted current, applied gate voltage, switching 
frequency, manufacturing variability and aging take, in fact, a 
combined impact on the instantaneous value of the semiconduc-
tors on-state resistance Rds,on. Despite this premise and contrary 
to switching loss analysis, no on-state behavior analysis and/
or no experimental verification of the calculated Rds;on value is 
typically carried. Hence, worst-case approximations, based on 
datasheet information, are inferred to estimate the conduction 
losses. Performing online Rds,on measurements would allow 
to accurately verify conduction loss calculations and hence 
to improve optimization procedures for the design of power 
converters [3], [4]. In order to achieve this, the voltage across 
and the current through the device-under-test (DUT) have to 
be measured accurately and simultaneously. Several solutions 
are suitable to obtain the DUT current, i.e. it can be directly 
measured (e.g. with a series connected current shunt) or indi-
rectly derived from the load current and the gate signals, both 
available for control purposes. In contrast, the usage of conven-
tional voltage probes to accurately measure the DUT on-state 
voltage (OV) is prevented from the resulting dynamic range, i.e. 
the ratio between the maximum voltage (during off-state) and 
the minimum voltage (during on-state) applied at the input of 
the measurement circuit. The extreme required dynamic range 
limits the measurement resolution. This can be understood con-
sidering an example. If a conventional 12-bit oscilloscope is set 
to capture the voltage blocked (e.g. 1000 V) from a specimen 
power MOSFET (e.g. Rds,on= 25 mΩ), the least significant bit, 
i.e. the measurement resolution, corresponds to 1000 V/212 ≈ 
250 mV. This voltage is already half the OV of the mentioned 
MOSFET conducting 20 A (25 mΩ·20 A = 500 mV) and the 
resulting accuracy is definitely insufficient. Ideally, in order to 
perform this measurement with an accuracy of 1%, the least sig-
nificant bit should correspond to 5 mV (0.01·500 mV); in oth-
er words, an 18-bit oscilloscope (1000 V/218  ≈ 4 mV) would be 
required [5]. Alternatively, the conventional oscilloscope full-
scale voltage would have to be limited to 20 V (20 V/212 ≈ 5 
mV). The full-scale voltage reduces to 1 V if the same accuracy 
is desired while measuring only 1 A (25 mΩ·1 A = 25 mV, 
0.01·25 mV = 0.25 mV and 0.25 mV·212 = 1 V). However, 
if the oscilloscope range is limited to measure the sole OV (e.g. 
1 V), the overdrive of the oscilloscope amplifiers caused by the 
voltage blocked in off-state significantly distorts the measure-
ments and could damage the instrument.

It results clear that the achievable accuracy is insufficient 
because of the trade-off with the excessive dynamic range. 
Therefore, only dedicated on-state voltage measurement cir-
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cuits (OVMCs), limiting the voltage during off-state to values 
within the oscilloscope input voltage range, allow accurate 
measurements during on-state. For example, a full-scale voltage 
of 10 V guarantees a measurement resolution of 10 V/212 ≈ 2.5 
mV, sufficient in most cases.

Beside accuracy and resolution, also the bandwidth of 
OVMCs is of importance, since modern Gallium-Nitride 
(GaN) semiconductors often present dynamic Rds,on effects 
[6], [7], i.e. a high initial (i.e. immediately after a turn-on 
switching transition) Rds,on value which slowly (i.e. with 
time constants varying in the μs-range) settles to a constant 
value. In order to characterize this phenomenon, OVMCs 
should measure the correct OV immediately after the turn-on 
transition of the DUT. The dynamic Rds,on is a fundamental 
figure-of-merit in the evaluation of GaN semiconductors and 
it depends on the voltage blocked during off-state, as well as 
on the switching frequency [7]-[9]. Being this information 
not specified in the datasheet, the importance of the experi-
mental on-state behavior analysis is remarked.

In addition to dynamic and stationary OV analysis, other 
application areas are envisaged in literature, resulting in re-
quirements of an ideal OVMC. The OV is a promising tem-
perature sensitive electrical parameter, i.e. a circuit parameter 
ensuring high sensitivity and good linearity with respect to 
temperature variations [10]. Measuring the OV offers the po-
tential for replacing conventional temperature measurements 
in application with severe volume constraints. Furthermore, 
the OV is identified as a favorable aging indicator. E.g. in 
power modules, a crack in the metallization layer and/or the 
lift-off of a bond-wire cause an increase of the Rds,on value, 
i.e. of the OV [11], [12]. This establishes a positive feedback 
mechanism accelerating the aging process. Monitoring the 
OV allows a detection of the failure and potentially time-to- 
failure predictions, advantageous e.g. in reliability critical 
or remote applications. Accordingly, a trend towards intelli-
gent gate drivers integrating OVMCs is traced [13] and, to 
facilitate this, compactness is generally demanded. As well 
the mentioned bandwidth requirement, associated to a fast 
dynamic response of the OVMC after a switching transition, 
is of importance in all the foreseen application areas, if fast 
switching semiconductors are considered.

Finally, the online measurement of conduction losses 
enabled by OVMCs can significantly improve the measure-
ment accuracy of calorimetric switching loss measurement 
methods [14]-[16]. This application is commented in detail 
in Section IV-C, since it constitutes a main reason for this 
research work. Summarizing, high accuracy, fast dynamic 
response, low complexity, and high compactness are the de-
sirable characteristics of OVMCs.

The nowadays most common OVM approaches can be 
traced back more than thirty years [17], [18]. Recently, the 
increased interest of the power electronic community in 
wide bandgap semiconductors, combining reduced Rds,on 

values with increased switching speeds, motivated the inter-
est to derive solutions offering better accuracy and higher 
bandwidth, e.g. [19] and [20], where also a comprehensive 

overview of the state-of-the-art is discussed. However, these 
concepts still reveal limited performance: [20] suffers sig-
nificantly from noise and common-mode disturbances, and 
is tested only at high OV values, while [18] and [19] have an 
intrinsic accuracy limitation, i.e. an unknown diode forward 
voltage drop in the OVM path, as discussed in Section II. A 
solution to the latter issue is proposed in [12], where a novel 
OVMC is presented to monitor the wear-out of high power 
IGBT in power modules. Unfortunately, the performance of 
this OVMC highlighted in [12], [21], [22] and the provided 
guidelines are insufficient and inadequate for fast switching 
power semiconductors, especially in terms of bandwidth 
and dynamic response. Significant distortions are introduced 
from this OVMC at its output for tens of μs and also the 
settling time of the designed analog circuitry itself is already 
in the range of 1 μs, i.e. comparable to a conduction peri-
od of a device operating with a switching frequency in the 
hundreds of kHz-range. Moreover, with respect to IGBTs, 
where the OV is rarely below 500 mV, when considering 
fast switching semiconductors with Rds,on values in the mΩ 
-range, it results significantly more challenging to guarantee 
the same OVM accuracy. Only limited information on the 
accuracy are provided in [12] and the performed OVMs are 
not completely validated with an alternative setup. Never-
theless, this OVMC is considered as a promising solution for 
the foreseen achievable accuracy enabled by the correction 
of the unknown diode forward voltage drop in the OVM 
path. Lately, also OVM probes became commercially avail-
able [23], [24], aiming to replace OVM integrated circuits 
[25]. A commercial solution is tested, but poor dynamic 
performance is experienced, as commented in Section III-D. 
Consequently, it results necessary to develop an OVMC able 
to satisfy all above-mentioned requirements in order to cover 
all applications.

The reference setup, supporting the analysis presented in 
this paper, is shown in Fig. 1. It highlights an OVMC (gray) 

Fig. 1.  Power converter setup considered as reference for the overall anal-
ysis. The two power semiconductors in half-bridge configuration T1 and 
T2 are operated with complementary 50% duty cycles. The output inductor 
Lload tapped to the split DC link capacitors CDC1 and CDC2 ensures symmetric 
triangular current mode (TCM) operation (blue waveforms). The parasitic 
inductance LP and parasitic output capacitance of T1 (i.e. Coss1) are as well 
shown. An OVMC (gray) is connected in parallel to the low-side semicon-
ductor T2, enabling online Rds,on measurements.
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connected to the low-side power semiconductor (i.e. T2, 
the DUT) of an half-bridge configuration. The same circuit 
could be connected to the high-side T1, however, for simplic-
ity, only the depicted solution is analyzed in the following. 
Different power semiconductors are then selected for T2, 
enabling their comparison.

The proposed OVMC is presented in Section III, where 
the achieved accuracy and bandwidth are verified through 
measurements on a calibrated test-bench. Afterwards, the 
turnon behavior of different Silicon (Si), Silicon-Carbide 
(SiC) and Gallium-Nitride (GaN) power semiconductors 
is experimentally analyzed, validating the dynamic perfor-
mance of this OVMC. The main challenges faced during the 
online measurement of conduction losses are commented 
in Section IV-A, anticipating the measurement results dis-
cussed in Section IV-B (conduction losses) and Section IV-C 
(switching losses). Conclusions are presented in Section V.

ii. conVentonal on-State Voltage meaSurement 
circuitS

The schematics depicted in Fig. 2 show the two most 
common implementations of OVMCs. They ideally perform 
as a shortcircuit (i.e. vds ≈ v1,a and v1,b) when the power tran-
sistor T2 (i.e. DUT, see Fig. 1) is conducting (on-state) and 
as an open-circuit when it is blocking the DC-link voltage 
VDC (offstate). As explained in the introduction, the accuracy 
of v1 during on-state and the dynamic performance of the 
transition between the two states are the most important fig-
ures-of-merit of an OVMC. These two approaches are com-
pared according to these criteria in the rest of this section. 
The final aim is to highlight their respective advantages in 
order to facilitate the design of a better performing solution.

The OVMC illustrated in Fig. 2(a) [18] is based on the 
MOSFET Tp. The gate of Tp is connected to a voltage source 
Vp and when Tp is in on-state, i.e. Vp > v1,a + Vth,Tp, the mea-
sured voltage

(1)

Vth,Tp and RTp are the threshold voltage and the on-state re-
sistance of Tp, respectively. Typically RTp  R1, therefore v1,a 
≈ vds. Regarding the transition between the two states, two 
control strategies are possible:

● active: Vp is switched to 0V before T2 is turned off and 
back to Vp after T2 is completely turned on;

● passive: Vp is kept constant and Tp operates in its linear 
region during the off-state of T2.

The active solution is intuitively effective but increases 
the complexity of this OVMC, e.g. logic and delay circuitry 
between the gate drivers of T2 and Tp results necessary and 
introduces a blanking time. Therefore, the less intuitive pas-
sive solution is preferred and herein considered, however 
additional challenges need to be faced [20].

The OVMC of Fig. 2 (b) [17] is realized with the diode 
D1 instead of the MOSFET Tp. When vds < Vp-Vfv,D1, D1 con-

ducts and

(2)

Vfv,D1, TD1 and iD1 are the forward voltage, the junction tem-
perature and the current of D1 respectively. During off-state, 
v1,b is fixed from Vp and D1 naturally blocks VDC. Differently 
from (1), a significant error term (i.e. vD1 in the range of 
hundreds of mV) appears in (2), causing an offset on v1,b. 
As specified in (2), vD1 is function of TD1 and iD1 , however, 
an approximate value is commonly subtracted from v1,b to 
obtain vds [18], [19]. This only partially compensates it and 
compromises the accuracy of the measurement. Never-
theless, this OVMC is often preferred (e.g. in desaturation 
circuits) to the one previously described, giving lower im-
portance to the achievable accuracy than to hardware com-
plexity and dynamic performance. The latter aspect is the 
focus of the following paragraph.

The transition between the two DUT states, i.e. the com-
mutation of the half-bridge (Fig. 1), implies charge and dis-
charge of the parasitic output capacitances of T1 and T2 (i.e. 
Coss1 and Coss2 in Fig. 1) as well as of the input capacitance 
of the OVMCs. In fact, CTp (orange in Fig. 2(a)) and CD1 
(blue in Fig. 2(b)) are charged to VDC when T2 is in off-state 
while are discharged when T2 is conducting. The charging/
discharging network includes the resistor R1 or R6, whose 
range of suitable values is limited from the operation of the 
OVMCs (e.g. R1 defines the off-state current in the MOS-
FET-based solution). Consequently, CTp and CD1 should be 
minimized:

● compared to Coss in order not to affect the switching 
transition of the half-bridge, i.e. slowing down the volt-
age slope of the switching node dvds/dt in soft-switching 
transitions or significantly increasing the capacitive en-
ergy dissipated in hard-switching transitions;

● accordingly minimizing the magnitude of the charging/ 
discharging current spikes, potentially damaging mea-
surement and/or supply circuitry;

● minimizing the time constant of the RC-network formed 
with R1 or R6, improving the dynamic performance of 
the OVMCs (cf. Section III-D).

Fig. 2.  Schematic representation of the two most common implementations 
of OVMCs. The input voltage vds is sensed at the DUT leads (see Fig. 1); 
by means of the MOSFET Tp (a) or of the diode D1 (b), the output is de-
coupled during the DUT off-state and connected during its on-state. While 
the dynamic performance of (a) are affected from CTp

, the accuracy of (b) is 
compromised by vD1.

(a) (b)
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These considerations clearly address the selection of Tp 

and D1 towards devices featuring a small parasitic capac-
itance. Additionally, a low-inductance package and a short 
connection from the OVMC to the DUT are preferred in order 
to limit the voltage oscillations of v1 inevitably excited from the 
switching transitions. According to these criteria, in the consid-
ered setups, a 800 V N-channel Si MOSFET [26] is selected for 
Tp as in [10] and a 600 V SiC Schottky diode [27] for D1. 

In order to prove the first statement, the parasitic capac-
itances of the selected devices are compared with the para-
sitic output capacitance Coss2 of a commercial 650 V E-mode 
GaN HEMT (Specimen C in TABLE II) as function of vds in 
Fig. 3(a). At vds = 25 V, CD1 is a negligible fraction (i.e. 5%) 
of Coss2, while CTp contributes to the overall capacitance (i.e. 
Coss2+CTp) for more than 30%. As mentioned, this influences 
the switching behavior of the half-bridge where Specimen C 
is selected for T2, e.g. in soft-switching operation. In Fig. 3 
(b), measured waveforms of vds and dvds/dt for three different 
conditions are shown: without any OVMC (green), with the 
MOSFET-based approach (orange) and with the diode-based 
approach (blue) connected to T2. While the presence of D1 
does not affect dvds/dt ≈ 20 , Tp slows it down especially in 
the first phase where CTp is comparable with Coss2. This effect 
is clearly undesired and can be attributed to the selected Tp. 
However, depending on T2, the range of suitable Tp (in terms 
of CTp) narrows, reaching a bottleneck in the case of interest 
of fast switching power semiconductors. Differently, par-

asitic capacitance of 600 V commercially available diodes 
can be in the range of few pF, enabling a more general OVM 
solution. Consequently, the approach presented in the next 
section is derived from the diode-based circuit. It aims to 
improve its accuracy, while benefiting from the reduced par-
asitic capacitance.

iii. propoSed on-State Voltage meaSurement circuit

In Section II, strengths and weaknesses of the two most 
common OVM approaches are highlighted. In this section, 
a promising solution derived from the diode-based circuit 
and originally presented in [12], is analyzed in detail. As 
discussed in the introduction, it results significantly more 
challenging to perform OVMs in the case of fast-switching 
semiconductors compared to IGBTs, e.g. due to the higher 
switching frequency and lower OV. Considering the design 
guidelines proposed herein, relative in particular to the small 
input parasitic capacitance, the usage of a 50 Ω output stage, 
the high-bandwidth conditioning circuitry, the integrated 
generation of the supply voltages and the thoughtful design 
and calibration process, this OVMC is improved to combine 
high accuracy, outstanding dynamic performance and re-
duced circuit complexity. This ultimately enables its usage in 
the mentioned application areas of interest, as verified with the 
described measurement results. Initially, the operating principle 
of this OVMC is presented to better comprehend its possible 
limitations, providing the basis for its improvement.

A. Operating Principle

The schematic of the proposed OVMC for fast switching 
power semiconductors is depicted in Fig. 4(a) (a simplified 
version is in Fig. 4(c)) together with its hardware realization 
(Fig. 4(b)). The concept is derived from the approach shown 
in Fig. 2(b), but now two identical diodes (i.e. D1 and D2) are 
connected in series at the input. During the on-state of T2 (see 
Fig. 2(c)), the same current iD is assumed to flow through D1 
and D2 (iD1 = iD2 ), therefore, given the same operating point for 
the two diodes, the respective voltage drops vD are assumed 
to be identical (vD1 = vD2 ). Since thanks to the zener diode 
Z1, only D1 blocks VDC, vD2 can be measured and subtracted 
(with the operational amplifier Op2) from v1. Consequently, 
the offset vD1 present in (2) can be, with this OVMC, exactly 
corrected rather than roughly compensated. During off-state, 
the operation is similar to the one of the OVMC in Fig. 2(b).

The transfer function of the complete OVMC (Fig. 4(a)) is 
herein derived. In the case of vds < Vp-vD2-vD1 and with Op1 and 
Op2 operating linearly (always assumed from here on),

(3)

Fig. 3.  (a) Comparison of the parasitic capacitances of the devices selected 
to realize the OVMCs of Fig. 2. For vds < 100 V, CD1

 is considerably smaller 
than CTp

 and, more important, negligible compared to Coss2. This reflects on 
the switching behavior of the half-bridge (b): the presence of Tp, i.e. CTp

 
(orange), significantly reduces dvds/dt during a soft-switching turn-off tran-
sition of T2, whereas CD1

 (blue) does not have any influence.
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holds. The system of equations given in (3) can be solved for 
the output voltage vm if v+ = v－ is assumed, obtaining

(4)

Defining R1,b = R2,b  Rβ and R1,a = R2,a  βRβ so that

and selecting R3 = R4, (4) can be simplified to

(5)

Finally, it must be noticed that the term

(6)

under the assumption that vD2 = vD1 , can be used in (5) to ob-
tain

(7)

Hence, the proposed OVMC corrects the offset on v1, i.e. 
vD1, producing an output voltage vm referred to the source poten-
tial of the DUT, exactly proportional to vds during its on-state. 

In case the scaling of vds obtained by means of the voltage di-
viders formed by R1a-R2a and R1b-R2b is not needed, they can be 
bypassed (i.e. R2,a= 0 Ω, R1,b and R2,b removed). Consequently 
Op1 results unnecessary as well (Fig. 4(c)) and the system of 
equations given in (3) reduces to

(8)

The degree of freedom given by β is lost, i.e. the input 
voltage range of the circuit is reduced, but the number of re-
quired components is halved.

To provide a better understanding of the proposed OVMC, 
additional considerations are herein reported to conclude the 
section. As in the diode-based circuit presented in Fig. 2(b), 
the values of Vp and R6 fix the current in D1 and D2 during 
on-state. Vp = 10 V (Section III-B) and R6 = 750 Ω (Section 
II) are selected. If the currents flowing in the voltage dividers 
formed by R1a-R2a and R1b-R2b are negligible (see Fig. 4(a)), 
the operating point of the OVMC when T2 is in on-state is 
defined by

(9)

If vds = 0 V and vD1 = vD2 = 1 V are assumed, ip ≈ 10 mA 
 Ip,nom. Consequently, Pp,nom = Vp Ip,nom ≈ 100 mW defines 

the power consumption of the OVMC from the main power 
source. It is important to limit ip to a negligible fraction, e.g. 
1%, of the current flowing through T2 to avoid an increase 
and/or distortion of the OV (and to limit Pp,nom). This limit 
is strictly application dependent and, if exceeded, the addi-
tional OV should at least be considered in the calculation of 
Rds,on. Moreover, a lower boundary of ip is also set from the 
parasitic currents circulating in the OVMC, e.g. in the volt-
age divider formed by R1a-R2a and in the input of Op2. If ip is 
reduced below a certain threshold, it would result impossible 
to neglect them and the fundamental assumption iD1 = iD2 
would be violated, compromising the accuracy of the mea-
surement. Vp defines as well, together with Z1, the value of 
vds at which the circuit snaps. The blocking voltage of Z1 is 
selected to be bigger than Vp to avoid its conduction during 
on-state of T2, but on the other hand low enough to limit v1 
during off-state. Consequently the sole D1 blocks the off-
state voltage VDC, protecting the measurement circuitry. 

Finally, in order to facilitate the modular integration of the 

Fig. 4.  Schematic representation of the realized (a) and simplified (c) ver-
sions of the proposed OVMC. (b) depicts the hardware realization of (a). D1 
and D2 are thermally well coupled (dashed box) and electrically connected 
in series at the input of the OVMC in order to improve the measurement 
accuracy.

(a)

(b)

(c)
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OVMC in a power converter (e.g. towards intelligent gate 
drivers), Fig. 5 illustrates different options for the generation 
of the required supply voltages. In the proposed solution, 
Vp and the supply voltages of the operational amplifiers VO+ 
and VO— =-VO+ are galvanic isolated and generated from the 
gate driver supply voltage VGD. A small value of parasitic 
capacitance Cit ensures high common-mode rejection ratio. 
Thanks to the isolated supplies, the proposed OVMC can be 
connected, without any additional precaution, as well to the 
high-side power semiconductor T1 (Fig. 1). Hence, the OV 
of T1 can be measured with respect to its source potential, i.e. 
vds. To avoid a differential measurement and common mode 
disturbances, it can be convenient to refer the OVM to a 
constant voltage, e.g. VDC. To do so, the schematic of the pro-
posed OVMC should be mirrored and referred to the drain 
potential of T1. Afterwards, all the calculations performed for 
the low-side case remain valid.

B. Accuracy Measurement and DC Calibration

The accuracy of the proposed OVMC with respect to the 
assumptions made in Section III-A is herein verified and cal-
ibration measurements support the analysis.

The first requirement for a correct operation of this 
OVMC is based on the identity vD2 = vD1. First, in order to 
guarantee iD1 = iD2, the current flowing in the voltage divider 
formed by R1,a-R1,b (if present) must be negligible. If this 
cannot be achieved by increasing the value of R1,a+R1,b, an 
operational amplifier Op3 can be added between v1 and R1a. 

However, even if iD1 = iD2 , the eventually different junc-
tion temperatures of the diodes (i.e. TD1 and TD2 respectively) 
and their manufacturing variability can cause a mismatch of vD.

TD1 can generally be higher than TD2 because D1 is exposed 
to a wide input voltage excitation and is also physically 
closer to T2, where the major losses, i.e. heat, are dissipated. 
In order to minimize the problem, the nominal operating 
point of the circuit can be tuned at a temperature-indepen-
dent point of the V-I characteristic of the diodes (if existing 
and coinciding between them). Alternatively, two diodes in 
the same package can be chosen in order to maximize their 
thermal coupling. Unfortunately, as explained in Section II, 
several constraints already drive the selection of the diodes 
(e.g. small parasitic output capacitances) if good dynamic 

performance are required and it results difficult to find devices 
combining all these characteristics. More realistically, as shown 
in Fig. 4(b) (dashed box), a sufficient and good practice is to 
thermally well couple D2 with D1 on the OVMC PCB (and if 
necessary provide separation between the OVMC and T2 
without excessively increasing the parasitic inductance of the 
connection). Hence, a ΔTD = TD1-TD2 of only 3 °C (Fig. 2(b)) is 
measured in the worst-case operating conditions of interest 
(i.e. maximum losses of 8 W in T2 at the highest switching 
frequency of 1 MHz and off-state voltage of 400 V). In 
particular, depending on the operating conditions of T2, TD1 
varies between TD1,min = 30 °C and TD1,max = 40 °C.

Concerning the device variability, before assembling the 
circuit, two diodes featuring the same vD in the operating 
conditions of interest must be selected (a variability in the 
range of 10 mV is experienced in worst case among the 
available ones). To minimize this issue, it is convenient to 
reduce the variation of ip from ip,min < Ip,nom < ip,max, caused by 
a variation of vds (according to (9)). For this reason, in [12], 
the voltage source Vp-R6 is replaced with a current source 
Ip. However, considering the experiment presented in the in-
troduction (i.e. a specimen power MOSFET with Rds,on = 25 
mΩ conducting ±20 A), the excursion of vds is in the range of 
±500 mV and the current variation results

(10)

Even a worst-case ±15% variation, i.e. ±1.5 mA, is as-
sumed not to have any influence on the OVMC accuracy. To 
quantitative support this statement, vD1 and vD2 are reported in 
TABLE I as a function of ip and TD1 . A worst-case mismatch 
in the diode voltage drops vΔD = vD1-vD2 = 2 mV and a tem-
perature coefficient of 1  are observed. vΔD must be negli-
gible compared to the measured vds not to affect the OVM 
accuracy. This becomes more and more difficult to achieve 
at low OV levels, e.g. with vds < 40 mV, and if desired an 
even more sophisticated diode matching and/or calibration 
procedure can be adopted. However, other problems arise 
when vds, i.e. the DUT current, approaches 0 V and are dis-
cussed in Section IV-A. Finally, it can be noticed that, due 
to the small value of ip, the diode model provided in [27] is 
not valid. The proposed calibration procedure is required to 
enable the performance of the OVMC described in this sec-
tion. Other interesting considerations regarding the precise 
tuning of the proposed OVMC are reported in Appendix A 
as guideline for its design.

To conclude, once the crucial aspects related to the design 
of the proposed OVM hardware are clarified and taken into 
account, the achieved accuracy is measured. Fig. 6 illustrates 
the relative error εr (right y-axis) from a DC input vds (x- 
axis) to a DC output vm (left y-axis) in a range from -2 V to 
2 V. εr is confined between ±2% with an absolute maximum 
error εmax = 5 mV. Here, and in the rest of the analysis, the 
gain of the proposed OVMC is normalized to 1 for the sake 
of clarity.

Fig. 5.  Schematic representation of the OVMC supply circuitry. Vp, VO+ and 
VO- can be generated from one of the supply voltages available in the power 
converter, e.g. VDC and VGD, facilitating the integration of the OVMC. Gal-
vanic isolation is guaranteed and a small value of parasitic capacitance Cit 
ensures high common-mode rejection ratio.
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C. Bandwidth Measurement and AC Calibration

A severe bandwidth requirement is mandatory in all the 
application areas of OVMCs mentioned in the introduction 
when fast switching semiconductors are considered. The 
bandwidth and the accuracy in AC operation of the proposed 
OVMC are verified in this section to evaluate its applicabil-
ity in the conditions of interest. Measurements are preceded 
from a brief discussion pointing out the most significant as-
pects enabling its performance.

Accurately sensing a high-frequency signal with a con-
ventional oscilloscope probe (as in Fig. 2(a)-(b)) results in a 
challenge. In fact, when the high-impedance input (i.e. 1 MΩ) 
of the oscilloscope is used, precise tuning of the probe inter-
nal capacitance is required to have a flat gain for all the fre-
quency range of interest. Hence, the 50 Ω input of the oscil-
loscope is preferred. R5 ≈ 50 Ω is added at the output of the 
proposed OVMC (cf. Fig. 4(a)-(c)) to match the output im-
pedance of Op2 with the characteristic impedance of the used 
cable (i.e. 50 Ω). This is possible only given the presence of 
Op2, driving the necessary output current in the oscilloscope 
without affecting the circuit performance. Therefore, the se-
lection range of operational amplifiers is limited from their 
output current and voltage capabilities. Among the available 
devices, a low-noise 1 GHz 10 V 40 mA operational amplifi-
er [28] is selected to maximize the achievable bandwidth of 
the OVMC.

The results of the high-frequency calibration are described 
in Fig. 7. Three different triangular waveforms at 700 kHz 

with peak-to-peak voltage amplitudes Vpk,pk increasing from 
1 V to 7 V are generated at the input vds and plotted (blue, 
red and dark green) on top of the measured output vm (sky 
blue, orange and light green) in Fig. 7(a). When vds < 2 V the 
input and output waveforms are indistinguishable. At vds = 
vm,max = 2 V, Op1 saturates and vm (light green) is distorted. In 
Fig. 7(b), the relative εr and absolute εabs errors are reported. 
εabs is limited between εabs;max = ±10 mV in the worst-case of 
3Vpk;pk and has a zero mean. It must be mentioned that with a 
10 bits oscilloscope on a 8 V vertical window, εabs;max is in the 
range of the oscilloscope resolution (8 V/210 ≈ 8 mV). εr is, 
for the same reason, mainly in a ±5% range; however, when 
vds approaches zero (gray shaded area), the division between 
two small numbers causes a numerical issue and εr diverges.

Finally, with a vector network analyzer, the bandwidth of 
the proposed OVMC is measured exciting it at the input vds 
with sinusoidal waveforms up to 2Vpk,pk. The -3 dB band-
width is outside the measurable frequency range of the in-
strument (i.e. 50 MHz) while the more intuitive normalized 
linear gain glin is 1.0 until 1 MHz and still 0.97 at 10 MHz, 

TABLE I
miSmatch in the diode Voltage dropS aS Function oF their temperature 

and current

Fig. 6.  Results of the DC calibration of the proposed OVMC. When a DC 
voltage -2 V < vds < 2 V is applied at the input (x-axis), the output vm (left 
y-axis) deviates less than 5 mV, corresponding to εr < 2% (right y-axis) in 
worst-case.
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independently of the input signal amplitude (Fig. 8). In order 
to guarantee the linearity in these measurements, the input 
signal never exceeds vm,max. The real bandwidth of the circuit 
is, instead, strongly influenced from its dynamic response af-
ter the DUT turn-on switching transition, which is the topic 
of the next section.

D. Dynamic Response

To conclude the characterization of the proposed OVMC, 
its outstanding dynamic response is analyzed in this section, 
accompanied by a discussion on the main features enabling 
this achievement.

As mentioned, it is important to perform accurate OVMs 
immediately after the turn-on transition of the DUT. This 
allows to capture eventual dynamic Rds,on effects, the diode 
conduction phase during dead-times and enables high-fre-
quency measurements necessary in all the mentioned ap-
plication areas. In fact, the time constant of the dynamic 
response must be negligible compared to the duration of the 
DUT on-state to obtain meaningful OVMs.

In Fig. 9, the dynamic response of the proposed OVMC 
is compared with the one of a state-of-the-market (SoM) 
commercial OVM probe. The two measured waveforms 
highlight the faster response of the proposed approach (blue). 
The measured signal is the on-state resistance rds,on(t) (time 
dependency is omitted from now on) of a commercial 1200 V 
SiC Power MOSFET (Specimen A in TABLE II) for two dif-
ferent case temperatures. The value of rds,on is obtained divid-
ing the output of the OVMCs vm by the DUT current isw (see 
Fig. 1) and must be limited to the time window where the 
DUT is in on-state (i.e. after t0). The key design guidelines at 
the basis of the achieved performance rely on the selection 
of high bandwidth operational amplifiers and diodes with 
small parasitic capacitance, and on a low inductive PCB de-
sign (especially concerning the commutation loop of D1). In 

order to quantify the dynamic response time of the proposed 
OVMC, two more measurements, showing the turn-on tran-
sition of different DUTs, are performed (Fig. 10). In Fig. 
10(a), a commercial 650V E-mode GaN HEMT (Specimen 
C in TABLE II) is tested. The three voltage measurements 
are vds (yellow), vgs (green) and vm (blue). When the high-
side transistor T1 is turned off, vds drops from VDC to 0 V 
because of a positive load current iload (not shown, see Fig. 
1). The anti-parallel body diode of T2 (i.e. DT2 ) immediately 
conducts and vm = -Vfv,BD = -7 V is clamped to the bottom of 
the oscilloscope screen. When vgs reaches Vth,T2 (green dot), 
T2 turns on and isw commutates from DT2 to the channel of T2. 
Consequently vm changes from the forward voltage of DT2 
(i.e. -Vfv,BD) to rds,onisw. As the white cursors highlight, the re-
sponse time of the proposed OVMC is less than 50 ns if the 
real transition is assumed instantaneous.

The same situation is reproduced in Fig. 10(b) with a 
commercial Si Super-Junction MOSFET (Specimen B in 
TABLE II). In this condition, Vfv,BD ≈ 0.8 V can be accurately 
measured during all the conduction time of DT2. In trans-
parency a second measurement with a shorter dead-time is 
overlapped.

iV. online conduction loSS meaSurement

In this section, the integration of the proposed OVMC in a 
power converter (Fig. 1) is commented and the OV, i.e. Rds,on, 

Fig. 8.  Measured bandwidth of the proposed OVMC. The -3 dB bandwidth 
is above 50 MHz (magenta) while glin = 1.0 until 1 MHz and 0.97 at 10 
MHz (blue).
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Fig. 9.  Comparison in terms of dynamic response between the proposed 
OVMC (PES) and a state-of-the-market (SoM) commercial OVM probe. 
When the DUT turns on at t0, the output of the proposed OVMC immedi-
ately measures the correct OV, i.e. the nominal rds,on value, whereas the com-
mercial device features a time constant in the μs-range. E.g. a fast dynamic 
response increases the maximum switching frequency at which an OVMC 
can perform useful measurements, since the dynamic transient must be neg-
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of different power semiconductors is measured as function of 
their operating conditions. The measurement setup is initially 
described. The associated challenges are then addressed and 
the proposed solutions are ultimately commented. Finally, 
since the original reason motivating the development of this 
OVMC is the improvement of the measurement accuracy of 
calorimetric switching loss measurement methods, the pre-
sented results are discussed accordingly.

A. Conduction Loss Measurement Setup

The setup is equivalent to the schematic shown in Fig. 1. 
Assuming symmetrical triangular current mode (TCM) op-
eration of the half-bridge (i.e. T1 and T2 are operated with 
complementary 50% duty cycles and no load is connected), 
the analysis can be limited to the conduction time of T2. All 
the relevant measured waveforms are shown in Fig. 11 (a)-
Fig. 11(b). In particular, the switch node voltage vds (blue in 
Fig. 11 (a)), the load current iload (orange), the gate voltage 
vgs (green, Vgs,ON = 18 V and Vgs,OFF = -5 V) and the output 
of the proposed OVMC vm (blue in Fig. 11(b)). Inside the 
time window t1-t2, the on-state resistance rds,on of T2 can be 
determined dividing vm by -iload = isw (Fig. 11(c)). The instan-
taneous conduction losses pcond can be calculated as rds,oni

2
sw 

or equivalently vmisw (blue in Fig. 11(d)). Finally, the average 
conduction losses can be obtained as average of pcond during 
on-state of T2 (gray shaded area).

Similarly, an average Rds,on value can be obtained as aver-
age of rds,on. In this case, Rds,on = 26.9 mΩ (Fig. 11(c)) results 
for Specimen A in TABLE II. Consequently, the approxi-
mated conduction losses Pcond can be directly calculated as 
Rds,oni

2
sw (magenta in Fig. 11(d)). Given the almost perfect 

overlap between the blue and magenta curves in Fig. 11(d), 
when pcond and Pcond are averaged, 3.6 W results in both cases. 
However, in general, the first approach is preferred, since 
it takes into account dynamic Rds,on effects and the eventual 
current dependency of Rds,on.

In order to perform accurate measurements in this setup 
and operating conditions, two challenges, associated in par-
ticular with the reduced OV and high current slopes that needs 
to be measured, are faced. The first challenge to overcome is 
represented by the parasitic inductance LP (Fig. 1) in series 
with T2. Fig. 12(a) highlights the load current slope diload/dt 
= -disw/dt (up to tens of A/μs) that in combination with LP 
causes a voltage offset (red in Fig. 12(b)) on vm according to

Fig. 10.  Analysis of the dynamic response of the proposed OVMC. (a) 
less than 50 ns after vgs has reached Vth,T2

 (green dot), vm (blue) is settled to 
the correct value, even in the case of significant Vfv,BD, e.g. > 2 V. (b) when 
Vfv,BD is in the measurable range, the proposed OVMC allows to monitor the 
conduction time of DT2

 , evaluating the dead-time conduction losses and its 
effective duration.

(a)

(b)

Fig. 11.  Typical waveforms (a)-(b) measured on the half-bridge (Fig. 1) op-
erating in triangular current mode (TCM). When vgs = Vgs,ON (green), T2 con-
ducts and vm (blue) is proportional to isw (orange). In (c) rds,on is calculated 
between t1 and t2 dividing vm by isw, while in (d) pcond is obtained multiplying 
vm and isw .
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(11)

(blue in Fig. 12(b)). Hence, calculating rds,on as

(12)

the term                                     distorts the result. Therefore, 

in contrast to a constant Rds,on (dashed in Fig. 12(c)), the 
waveform of rds,on, solid in Fig. 12(c), is obtained. E.g. if LP 
= 8 nH and Rds,on = 50 mΩ then τRL ≈ 150 ns. Hence, after t = 
5τRL = 800 ns, rds,on = 1.2 Rds,on = 60 mΩ. From (12) it can be 
concluded that LP should be minimized, i.e. the connection 
from the DUT to the OVMC should start as close as possible 
from the drain and source terminals of T2, excluding any 
additional path where isw flows. Unfortunately, part of LP is 
located internally in the package of the DUT and no design 
expedient results helpful. A compensation network could be 
inserted and tuned, however it would negatively affect the 
dynamic performance of the proposed OVMC. Alternatively, 
the inductive voltage drop vm,o can be isolated from the resis-
tive one taking advantage of the zero crossing of isw.

I.e., measuring vm and disw/dt when isw = 0 A, (11) can be 
solved for LP. Formally

(13)

Repeating this measurement for different disw /dt, LP can be 
calculated as average of several

(14)

and its value can be used to adjust vmi. From the practical 
point of view, this results in subtracting vm,oi from vmi in each 
measurement, ensuring vmi = 0 V when iswi = 0 A. Whereas 
this assumption sounds legit and sufficient by itself, calcu-
lating LP as in (14) provides a physical motivation to this 
adjustment. Moreover, obtaining constant LPi across different 
measurements guarantees their correctness. This becomes 
more and more important when the zero crossing of isw is not 
present and/or measurable and the knowledge of LP is the 
only option to correct the measurement result. Alternatively, 
rds,on can be calculated as the ratio between dvm/dt and disw/dt. 
Even if not affected from vm,o, this approach loses accuracy 
when the voltage and current slopes become flatter.

The second challenge is easily highlighted applying the 
propagation of uncertainty rule on rds,on = vm/isw:

(15)

and

(16)

σx and σ%x indicate the absolute and relative error on 
the measured quantity x, respectively. (15) proves why σrds,on 
and therefore rds,on diverges when isw approaches zero (see Fig. 
11(c) and Fig. 12(c)-(d)). (16), instead, expresses how σ%rds,on 
coincides with σ%vm when σisw = 0. In other words, any error 
on vm reflects one-to-one (relatively) on rds,on (i.e. on pcond). 
An example of rds,on, corrected from vm,o, but resulting from 
vm with σvm = 5 mV to highlight the effect, is shown in Fig. 
12(d). Since the only expedient to minimize both phenome-
na described from (15) and (16) is to reduce σvm, this section 
clearly justifies the effort placed on the accuracy analysis 
of the proposed OVMC addressed in Section III. Moreover, 
it highlights how measurements of low rds,on and/or high 
diload=dt (e.g. wide bandgap semiconductors) introduce new 

Fig. 12.  Comparison of real and ideal waveforms simulated on the half-
bridge (Fig. 1) operating in TCM. The combination of LP and disw/dt causes 
a distortion on vm (b) and consequently on rds,on (c). Moreover, a measure-
ment error on vm translates into an error on rds,on (d) according to (16), partic-
ularly amplified for small isw as in (15).
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challenges in the OVMs.

B. Conduction Loss Measurement Results

Several measurements are performed with the proposed 
OVMC analyzing different DUTs in different operating con-
ditions. The results are commented in this section.

Fig. 13 compares the nominal value of Rds,on reported in 
the datasheet of Specimen A in TABLE II with the values 
of Rds,on measured with the proposed OVMC during double 
pulse test (DPT) operation (in the same conditions described 
in the datasheet). The black dashed line Rdata is plotted as 
function of the junction temperature Tj,data (i.e. bottom x-axis) 
while the blue measurement points RDPT are plotted as func-
tion of the measured case temperature Tc,DPT (i.e. top x-axis). 
Since the DPT has electric dynamics which are assumed 
to be faster than the thermal dynamics of the DUT, Tc,DPT ≈ 
Tj,DPT is considered and the two x-axis coincide (i.e. Tj,DPT ≈ 
Tj,data). RDPT, measured with the proposed OVMC as described 
in Fig. 9, match Rdata with an approximation of ±3% (blue 
confidence bar is ±5%). The discrepancy can be attributed 
mainly to the device manufacturing variability. However, the 
results are satisfactory and confirm the performance of the 
proposed OVMC.

Fig. 14(a), (b) and (c), instead, summarize the values of 
Rds,on  measured in two different continuous operating condi-
tions for all the Specimens of TABLE II. In particular, the 
orange points RTCM are measured (with the proposed OVMC) 
in the conditions described in Section IV-A (i.e. TCM opera-
tion with VDC = 400 V, Ipk = 20 A and fsw = 30 kHz) while the 
green points RDC are measured (with the proposed OVMC 
and a multimeter to monitor its accuracy) in DC operation. 
The DC current IDC =  = 8 A  is selected to en-
sure that approximately the same losses occur in the DUT 
in DC operation as in TCM operation (legitimately neglect-
ing the soft-switching losses [15]), such that Tj,DC ≈ Tj,TCM 
when Tc,DC = Tc,TCM is measured. All the circuit parameters 
are maintained the same in both the experiments, in partic-
ular matching the value recommended in the datasheet. For 
Specimen A, RTCM (cf. also Fig. 11(c)) and RDC (Fig. 14(a)) 
are slightly higher than Rdata and RDPT (cf. Fig. 13). The rea-
son behind it is the difference in Tj between the two sets of 
measurements (Tj,DC ≈ Tj,TCM > Tj,data ≈ Tj,DPT) due to the losses 
continuously occurring in the DUT. As a consequence, the 
positive temperature coefficient of Rds,on affects the result. 
More interesting to notice is that RDC is very close, i.e. within 
±4% (orange confidence bar is ±5%), to RTCM as expected, 
since Tj,DC ≈ Tj,TCM and the current dependency of Rds,on is 
practically negligible in this range. The discrepancy can be 
attributed to the accuracy of the current measurement and of 
the OVMC, and to slightly different operating conditions. An 
equivalent set of measurements is performed on Specimen B 
in Fig. 14(b) and identical conclusions can be drawn. Hence, 
the accuracy and the performance of the proposed OVMC 
are once more validated. Fig. 14(c) summarizes RTCM and 
RDC for Specimen C in TABLE II. In this case a significant 

discrepancy (i.e. ≈ 50%) between the two series is observed. 
Tj,DC ≈ Tj,TCM is not a true assumption anymore, since more 
losses are now unexpectedly occurring in the DUT in TCM 
operation. The discrepancy is attributed in this case to 
the DUT, i.e. to dynamic Rds,on effects, which are confirmed 
in [7].

Fig. 13.  Average value of rds,on (i.e. RDPT) measured with the proposed 
OVMC in double pulse test (DPT) operation for Specimen A in TABLE II 
compared with the nominal Rds,on values reported in its datasheet (i.e. Rdata). 
The measured points match the nominal values within ±3%.
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C. Influence on Calorimetric Switching Loss Measurement

The results illustrated in the last section can be applied 
to improve the accuracy of the calorimetric switching loss 
measurements presented in [15]. Calorimetric switching loss 
measurement methods, in contrast to electric switching loss 
measurement methods, e.g. the DPT, determine the switch-
ing losses from the measurement of thermal quantities [14], 
[16]. The power semiconductor under test is installed in a 
calorimetric test-bench, whose thermal parameters (e.g. ther-
mal resistance and thermal capacitance) are known. While 
the device operates, the occurring losses generate heat and 
cause a variation of temperature in the test-bench. The exact 
amount of losses can be derived from the temperature increase.

Both conduction losses and switching losses occur simul-
taneously in the DUT, hence only their sum can be thermally 
measured. However, initially operating the DUT in the test-
bench at a switching frequency at which the switching losses 
(Psw) can be neglected compared to the total losses (Pth), 
the conduction losses (Pcond) can be accurately measured. 
A set of measurements performed on Specimen C show an 
agreement between the two methods (i.e. calorimetric and 
OVMC) with an uncertainty in the range of 5%, mostly attri-
bute to the calorimetric test-bench itself [15].

The measurement method proposed in [15] to perform 
calorimetric switching loss measurement consists of two 
phases. First, accurate calorimetric measurement of the total 
semiconductor losses are performed (Pth). Afterwards, Pcond 
are estimated and subtracted to isolate

(17)

It results immediately clear that the accuracy of the mea-
sured Psw (σPsw ) is influenced both from the accuracy of the 
calorimetric measurement itself (σPth ) and of the Pcond esti-
mation (σPcond ). If σPth = 0 is assumed for the purpose of this 
analysis, σPsw can be expressed, applying the propagation of 
uncertainty rule, as

(18)

The integration of the proposed OVMC in this measure-
ment setup aims to improve σPcond.

In [15], Rds,on is measured in DC operation as a function of 
Pth, similarly to RDC in Fig. 14(a)-(c). Afterwards an oppor-
tune (i.e. for the same Pth conditions) value of Rds,on is consid-
ered to calculate and subtract Pcond from Pth in TCM opera-
tion. The proposed OVMC, enabling online measurement of 
RTCM, has the potential to minimize σPcond , but confirmed as 
well the validity of the approach developed in [15] against, 
for example, the usage of Rdata. At least for Specimen A and B, 
in fact, RTCM and RDC (orange and green points in Fig. 14(a)-
(b)) coincide with good approximation (within ±5%). Hence, 
the results shown in [15] are correct under this aspect. Dif-
ferently, the discrepancy observed for Specimen C (cf. Fig. 

14(c)) would introduce a significant error if the [15]-approach 
would be blindly adopted. Fig. 15(a) compares the results 
of the two conduction loss measurement methods (i.e. RTCM 
and RDC) for one of the DUTs analyzed in [15], similar to 
Specimen C. In this case, the two approaches give signifi-
cantly different results and the importance of OVMCs for 
fast switching power semiconductors is again remarked. The 
accurate measurement of RTCM at 1 MHz is the final achieve-
ment of this work, only enabled from the sophisticated de-
sign and calibration procedures described along this paper. 
RTCM is up to 50% higher than RDC, i.e. Pcond is 50% higher 
than previously estimated. According to (18), Psw results up 
to 28% lower (see Fig. 15(b)). The physical cause behind the 
underlying loss mechanism is still under investigation [29]. 

TABLE III
deriVation oF the error on the SWitching loSSeS cauSed By the inaccura-

cy on the conduction loSS eStimation

Parameter [15] proposed
OVMC Note

Ipk (A)
Pth (W) 6.90

15
6.90

Fig. 15(b)
Fig. 15(a)

Rds,on (mΩ)

Pcond (W)

65

2.40

95

3.60

Psw (W) 4.50 3.30

σ%Pcond

σ%Psw

50%

-28%

Fig. 15. Comparison between RTCM (orange) and RDC (green) as function of 
Pth (a). The online measurement of conduction losses enabled by the pro-
posed OVMC, more representative of the real operating conditions, results 
in higher (i.e. ≈ 50%) Pcond. The mismatch results in lower estimated Psw (i.e. 
≈ -28%) according to the calculation reported in TABLE III (b).
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The calculations for the case of Ipk= 15 A are reported in TA-
BLE III as an example.

V. concluSion

An on-state voltage measurement circuit (OVMC) for fast 
switching power semiconductors is presented and fully char-
acterized in this paper. The correction of the offset voltage 
present in typical OVMCs, the small input parasitic capaci-
tance, the usage of a 50 Ω output stage, the high-bandwidth 
conditioning circuitry, the integrated generation of the supply 
voltages and the thoughtful design and calibration process 
are key features and/or main improvements of the proposed 
approach when compared with state-of-the-art solutions.

The operating principle of this OVMC is described and 
detailed design guidelines are given. Furthermore, accurate 
DC and high-frequency calibration measurements are per-
formed. Several challenges, e.g. measurement distortion due 
to the DUT parasitic inductance and noise amplification at 
low DUT current values, arise when the proposed OVMC is 
integrated in the measurement setup of interest considering 
fast switching power semiconductors. However, implement-
ing the addressed precautions, the achieved accuracy (< 
±2%), bandwidth (> 50 MHz) and dynamic response (< 50 
ns) finally enable precise OVMs in the case of both low Rds,on 
values and at high switching frequencies, e.g. in applications 
featuring wide bandgap semiconductors. Ultimately, OVMs 
are performed on several power semiconductors for different 
operating conditions, and the results in terms of Rds,on are pre-
sented, underlying the advantageous practical applicability 
of the circuit.

In summary, the proposed OVMC generally enables on-
state behavior analysis of power semiconductors (e.g. dy-
namic Rds,on  effect investigation) and improves the accuracy 
of power converters loss breakdown models and of calori-
metric switching loss measurement methods. Moreover, the 
OVM is envisaged as fundamental feature of next generation 
intelligent gate drivers, including temperature and condition 
monitoring, as well as time-to-failure prediction circuits.

appendix

Considerations for the Accurate Tuning of the Proposed 
On-State Voltage Measurement Circuit

The influence of a mismatch in the diode (i.e. D1 and D2) voltage 
drops vΔD can be accurately characterized. In particular, if 

then

 (19)

As in the diode-based approach of Fig. 2 (b), a mismatch 
in the correction of vD1 translates in an offset of vΔD on vm. 
However, Section III-B proved how, with the necessary pre-

cautions, a good accuracy can be reached. An offset on vm 
can results also from resistive mismatches. First, if

then

(20)

Second, if

then

(21)

These information are relevant for the calibration of the 
proposed OVMC, e.g. understanding the causes of inaccura-
cy from the error trends. In particular, while vΔD in (19) and    

 in (20) are practically constant error terms,  in (21) 
is proportional to the variable measured voltage. Moreover, 
it results clear that precise resistors should be used for R1-R4.
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