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Abstract—In this work, a methodology for the analysis and design of robust, high bandwidth current controllers for three phase converters is presented. The overall goal is to demonstrate how the proposed model based control structure and the design methodology lead to an optimized digital current controller that exhibits fast and smooth dynamics as well as an excellent disturbance rejection ability. First, accurate discrete time models are derived and used to review classical current control from the perspective of the synchronous and stationary reference frame. Then, implementation options for the synchronous frame proportional integral (SFPI) regulator and the proportional resonant (PR) regulator are discussed and systematically compared in the stationary frame leading to the formulation of a general controller framework based on space vector resonators. It embodies multiple complex resonators and can represent the SFPI regulator, the PR regulator and beyond that any higher order regulator structure. For this framework, a step by step design procedure based on the complex root locus is proposed that allows an insightful optimization of its feedback gains. Finally, the performance of the presented control design techniques is evaluated experimentally.

Index Terms—Control design, current control, digital control, PWM converter, root-locus method.

I. INTRODUCTION

The aim of this work is to provide an insightful framework for the design and efficient implementation of discrete time current control structures for grid-tied three-phase PWM converters. The synchronous-frame PI (SFPI) regulator [1] and the proportional-resonant (PR) regulator [2] are the most common regulators used for three-phase PWM converters, e.g. in active rectifiers or inverters for distributed power generation [3]. In a consistent control structure with proper state feedback decoupling and command feedforward [25], [29] they provide high bandwidth current control with infinite stiffness and zero steady state error at grid frequency.

For PWM converters operating at low switching frequencies accurate discrete time modeling is necessary for high bandwidth control design [24]. Basic discrete time modeling and control techniques for SFPI regulators and PR regulators have been explored in [4], [5]. They offer high accuracy, since they allow analyzing and designing the dynamics of a computer controlled system in its natural domain. For example, the latched characteristics of the voltage pattern generated by a PWM modulated converter and the update delay can be modeled accurately. Based on these models widely explored design tools like state space control [6] or the root locus method [7] can be used to obtain optimized feedback gains. This is not possible working with continuous time models where typically the open loop transfer function is used to design the controller. The optimization of the phase margin and the crossover frequency [8] only guarantee the stability of the closed loop system, but both cannot be directly related to certain closed loop characteristics e.g. damping, bandwidth or stiffness properties.

With the stronger integration of power electronics in the distribution grid, the harmonic content of the grid voltage increases in many grid areas [26], [27]. Without any further measures, neither SFPI nor PR regulators can reject the effect of voltage components of higher order and the emission of higher order current harmonics is the consequence. Thus, for the accurate control of the converter current at fundamental frequency and the rejection of higher order disturbance voltages multiple SFPI/PR regulators are used in [9], [10], [26] and [32] or alternatively repetitive control structures are applied as in [11], [27], [28] and [12].

Especially at a small carrier to fundamental frequency ratio, it is important to design the current control structure strategically in such a way that the fundamental current is smoothly controlled with high bandwidth and higher order voltage harmonics and disturbances are effectively rejected [25], [27]. In the literature most research approaches the control design in the continuous time domain [3], [13], [14], [31], [32]. However, a control design in the discrete time domain allows more realistic insight in the converter operation if the control bandwidth reaches close to the sampling frequency of the system, as illustrated in [5], [29] and [30]. For this reason, this paper aims to present a consistent discrete time modeling and design methodology to optimize the control structure and feedback gains for current controllers in grid tied applications.

This work, which is based on [22], firstly derives an accurate discrete time model for grid tied converters. Based on this model suitable decoupling structures and a trajectory generator are implemented together with a SFPI regulator using classical design methods and assuming ideal decoupling. To compare the SFPI and the PR regulator, the SFPI regulator is first formulated in the stationary frame [13]. It is demonstrated how the
root locus method can be generalized for complex single-input single-output (SISO) systems in order to make it an effective design tool for any three phase control design. With this tool, the PR and SFPI regulator are optimized and compared. Finally, it is demonstrated how multiple space vector resonators can be tied together in a regulator structure called “Resonant Space Vector (RSV) regulator”. This structure allows an efficient implementation and a consistent design of higher order current regulators. The discussed implementation and design concepts are validated in simulation and experiments.

II. MODEL DEVELOPMENT

In this section, a discrete time model of a PWM converter with LCL filter (Fig. 1) is developed. In a first modeling step, the converter circuitry is replaced by ideal voltage sources, which represent the average voltage applied to the filter (Fig. 3). The control bandwidth of most converters is significantly below the computer control system can be operated at a sampling frequency of twice the PWM frequency. However, as the duty cycle is sampled PWM [18] is used to realize a space vector modulation [20], which allows applying an arbitrary three-phase average voltage to the filter. The voltage modulation process for one half bridge of the converter is depicted in Fig. 2. At the top and bottom of the carrier signal \( s_{\text{carrier}} \), the duty cycle \( d_{\text{pwm}} \) is updated and the converter current \( i_{\text{grid}} \) is measured and sampled. This synchronous sampling allows capturing the average current. The computer control system can be operated at a sampling frequency of twice the PWM frequency. However, as the duty cycle is only updated twice per PWM interval, there is a constant update delay of \( T_{\text{update}} = T_c \).

\[ \begin{align*}
L_{\text{c}} \frac{\partial}{\partial t} i_{\text{conv}}^{\text{ap}} &= \Psi_{\text{m}}^{\text{ap}} - R_{\text{f}} i_{\text{conv}}^{\text{ap}} - \Psi_{\text{grid}}^{\text{ap}}, \\
G_{\text{filter}}(s)^{\text{ap}} &= \frac{I_C(s)^{\text{ap}}}{\Psi_{\text{m}}(s)^{\text{ap}} - \Psi_{\text{grid}}(s)^{\text{ap}}} = \frac{1}{R_f} \frac{1}{s \tau + 1}
\end{align*} \]
A. Discrete Time Converter Model

The discrete time model of a PWM converter connected to the utility grid is developed based on the state block diagram of the plant depicted in Fig. 6. It takes into account the low bandwidth filter dynamics of the LCL filter (2), the update delay of the controller \( G_{\text{update}}(z) = z^{-1} \), and the modulator dynamics. The low-pass characteristic of the inductive load ensures that only the average voltage contributes to the average rate of change of the current. Therefore, the applied voltage pulses are approximated as a latch with a zero-order hold model in the stationary frame [5]. The zero-order hold model is applied according to (3) following [23].

\[
G_{\text{conv}}(z)^{\text{op}} = \frac{I_L(z)^{\text{op}}}{V_m(z)^{\text{op}}} = (1 - z^{-1}) Z \left\{ \frac{G_{\text{filter}}(s)^{\text{op}}}{s} \right\}. \tag{3}
\]

For a negligible small resistance, the plant time constant \( \tau_f = L_f/R_f \) approaches infinity and the discrete time transfer function can be simplified via (4) using L’Hopital’s rule. The same results can also be obtained by directly discretizing the transfer function of an inductance and can be found in [24].

\[
G_{\text{conv}}(z)^{\text{op}} = \frac{1}{L_f} \frac{(1 - e^{-\tau_f z^{-1}}) z^{-1}}{1 - e^{-\tau_f z^{-1}} z^{-1}} \xrightarrow{\tau_f \to \infty} \frac{1}{L_f} \frac{1 - z^{-1}}{1 - z^{-1}} \left\{ (1 - e^{-\tau_f z^{-1}}) \tau_f \right\}.
\]

\[
G_{\text{conv}}(z)^{\text{op}} = \frac{1}{L_f} \frac{z^{-1}}{1 - z^{-1}} \tag{4}
\]

The discrete time model of the plant is completed by adding the update delay \( G_{\text{update}}(z) \), which takes into account the delay between the sampling of the currents and voltages and the update of the PWM duty cycle.

\[
G_{\text{conv}}(z)^{\text{op}} = \frac{I_L(z)^{\text{op}}}{V_m(z)^{\text{op}}} = (1 - z^{-1}) \frac{T_s}{L_f} z^{-1} \tag{5}
\]

For most common control designs, the plant is transformed into the synchronous reference frame, which rotates with the grid frequency \( \omega_e \), to design a PI regulator for dc-quantities. This model transformation can be done by back shifting of the coordinate transformation (6) and applying the z-transformation on the backshifted difference (7) resulting in (8).

\[
x^{\text{dq}}(k) = x^{\text{dq}}(k) e^{j\omega_e T_s} \tag{6}
\]

\[
x^{\text{dq}}(k - 1) = x^{\text{dq}}(k - 1) e^{j\omega_e T_s} e^{-j\omega_e T_s} \tag{7}
\]

\[
x^{\text{dq}}(z) z^{-1} = X^{\text{dq}}(z) z^{-1} e^{-j\omega_e T_s} \tag{8}
\]

Consequently, a discrete time transfer function can be transferred from the stationary to the synchronous reference frame, which rotates at an angular frequency of \( \omega_e \), by replacing all \( z^{-1} \) with \( z^{-1} e^{-j\omega_e T_s} \). The transfer function of the system in the synchronous frame (9), which is derived following this procedure, exhibits complex coefficients due to the crosscoupling between d- and q-component which results from the reference frame transformation.

\[
G_{\text{conv}}(z)^{dq} = \frac{I_L(z)^{dq}}{V_{\text{grid}}(z)^{dq}} = \frac{1}{L_f} \frac{T_s e^{j\omega_e T_s} z^{-1}}{1 - e^{-j\omega_e T_s} z^{-1}} \tag{9}
\]

B. Discrete Time Grid Voltage Model

Another part of the converter model that needs to be derived is the discrete time system response to the grid voltage. It describes the impact of the sampled grid voltage \( v_{\text{grid}}(k) \) on the sampled current \( i_{L_f}(k) \). The discrete time grid voltage model cannot be developed from the stationary frame inductor model (5), because this does not accurately model the sinusoidal characteristics of the grid voltage. Instead the grid voltage applied to the L-filter

\[
G_{\text{grid}}(z)^{dq} = \frac{I_L(z)^{dq}}{V_{\text{grid}}(z)^{dq}} = \frac{1}{s L_f + j \omega_q L_f} \tag{10}
\]

can be latched in the dq-frame (11). This corresponds to a perfect construction of a sinusoidal voltage in the stationary frame.

\[
G_{\text{grid}}(z)^{dq} = \frac{I_L(z)^{dq}}{V_{\text{grid}}(z)^{dq}} = \left( 1 - z^{-1} \right) \frac{Z \left\{ G_{\text{grid}}(s)^{dq} \right\}}{s} \tag{11}
\]

\[
G_{\text{grid}}(z)^{dq} = \text{sinc} \left( \frac{\omega_q T_s}{2} \right) T_s e^{-j\omega_q T_s} z^{-1} \frac{1 - e^{-j\omega_q T_s} z^{-1}}{1 - e^{-j\omega_q T_s} z^{-1}} \tag{12}
\]

The resulting transfer function (12) can be simplified, as the sinc-function is approximately 1 for the cases of interest

\[
G_{\text{grid}}(z)^{dq} = \frac{I_L(z)^{dq}}{V_{\text{grid}}(z)^{dq}} \approx \frac{1}{L_f} \frac{T_s e^{j\omega_q T_s} z^{-1}}{1 - e^{-j\omega_q T_s} z^{-1}} \tag{13}
\]

Comparing the converter and grid voltage model (9) and (13), it is important to realize that the sampled grid voltage and the converter voltage exhibit a different rotation in steady state.

The knowledge about the discrete time dynamics of the system can be assembled to a discrete time converter model as depicted in the grey box in Fig. 7.

III. CURRENT CONTROL IMPLEMENTATION IN THE DQ-FRAME

The developed model is the basis for the current control implementation, which is discussed in the following section. It is discussed in many publications, e.g. in [3] and [8], that it is important to make the dynamics of the d- and q-current unaffected.
from each other. The elimination of crosscoupling allows to reduce oscillations and increases the bandwidth and stiffness of the control system. However, this decoupling is typically done based on continuous time models, and does not take into account the discrete nature of the control algorithm. To overcome this limitation in the following section accurate discrete time decoupling measures are discussed, their performance is analyzed with a standard control design and the command tracking is improved with a command trajectory filter and a feedforward path.

A. State Feedback Decoupling Structure

The required decoupling structure can be developed based on the system model. If no additional predictor or observer structure is applied, due to the update delay introduced in (5), the decoupling can only be done quasi stationary, which was discussed in [21]. The forward decoupling path

\[ y_{\text{dec},d}(k) = e^{j\omega e T_{r}} y_{\text{dec},i}(k) \]  

(14)

compensates for the phase shift of the delays, whereas the feedback \( y_{\text{dec},i}(k) \) decoupling compensates the current crosscoupling, while a minor error causes by the update delay remains.

\[ y_{\text{dec},i}(k) = L_d T_s (1 - e^{j\omega e T_{r}}) \hat{L}_d \hat{V}_{i}(k) \]  

(15)

The grid voltage is decoupled in steady state with phase compensation according to (16)

\[ y_{\text{dec},g}(k) = e^{j\theta_{\text{gain}}} e^{j\omega e T_{r}} y_{\text{grid}} \hat{A}(k), \]  

(16)

taking into account the combined grid voltage converter model. The entire state feedback decoupling structure is depicted in the state block diagram of the controlled plant in Fig. 7 together with the SFPI regulator.

B. Classical SFPI Regulator Design and Performance Analysis

After the decoupling, the control design of \( K_p \) and \( K_i \) can be pursued in the dq-frame e.g. based on the phase margin [8], the root-locus method [5] or the technical or symmetrical optimum (SO) [19]. As the focus of this section is set on the control structure, the feedback gains are designed with the symmetrical optimum, which is a very common control design method. For this design the converter dynamics are assumed to be ideally decoupled and approximated by a \( 1^{\text{st}} \) order lag element with the time constant \( T_d = T_{\text{update}} + T_{\text{latch}} = 1.5 T_r \), which results from the update delay and the characteristics of the modulator that is modeled as a latch with \( T_{\text{latch}} = 0.5 T_r \). The open loop transfer function

\[ G_d(s) = \frac{G_d(s)}{G_p(s)} = \frac{1}{s T_d + 1} \frac{1}{s} \left( \frac{K_p}{s} + \frac{K_i}{s} \right) \]  

(17)

for \( R_c = 0 \) is used for the control design. The symmetrical optimum design for the continuous time model leads to the following SFPI regulator gains:

\[ K_p = \frac{1}{a} \frac{L_d}{T_d} ; \quad K_i = \frac{1}{a^2} \frac{1}{T_d} \]  

(18)

The gains obtained from this quasi continuous control design are used as feedback gains for the discrete time control structure depicted in Fig. 7. Typically, these gains are computed for \( a = 2 \) as this optimizes the disturbance rejection ability and the robustness of the simplified closed loop system. In Fig. 8 the closed loop poles and zeros for this particular control design are shown for 3 scenarios: The plant without any decoupling measures between d- and q-axis, the ideally decoupled plant (18), which does not exhibit cross coupling between d- and q-quantities, and the quasi-stationary decoupled plant as it is depicted in Fig. 7.

For the ideally decoupled plant, which is purely a reference scenario for the control design and not a realizable scenario, complex conjugated poles with a damping of \( \zeta = 1/\sqrt{2} \) are realized. This placement is desirable, as the so called optimal damping of \( \zeta = 1/\sqrt{2} \) provides the strongest disturbance rejection possible without overshoot, which can be observed in Fig. 9. If only a PI regulator in the synchronous reference frame is used and
no decoupling measures are applied, the dominating pole pair is significantly shifted and rotated. In addition, both poles are not complex conjugated anymore. This phenomenon of complex poles without conjugated counterparts occurs as a consequence of the complex SISO system with significant crosscoupling between d- and q-axis. This crosscoupling between d- and q-current and voltages can be observed from the disturbance step response of the system in Fig. 9. If the quasi stationary decoupling structure proposed on Fig. 7 is applied, the poles in Fig. 8 slightly move back towards their ideal complex conjugated placement. As a result, the excitation of the current in the q-axis is significantly reduced and also the d-axis current settles much faster. A similar effect can be observed looking at the command response of the regulator in Fig. 9.

This investigation shows that the proposed decoupling structures significantly improves the system dynamics, but cannot entirely eliminate the crosscoupling between d- and q-axis. To optimize the PI regulator feedback gains, in the next section it is shown dynamics of the cross coupled system can be taken into account in the regulator design, which is not possible following the symmetrical optimum design rule.

C. Trajectory Generation and Command Feedforward

Before the focus is set to the more accurate design of the regulator, for the improvement of the command tracking performance a consistent command trajectory filter is added to the control, which is depicted in Fig. 7. It consists of a model of the physical system, in this case an inductor, with a feedback path. The feedback gain $K_f$ is selected to adjust the bandwidth of the generated current reference and command feedforward voltage. The command trajectory is constrained to the available voltage margin to ensure that any voltage command from the controller remains within the system limits, i.e. $|u_{in}| < V_{dc}/\sqrt{3}$. Consequently, the resulting current reference is always feasible. In addition, a voltage command $u_{in}^{d_h}$ is generated, which is directly passed as a feedforward to the voltage modulator. Note that it is very important to delay the current reference by one sampling step, as shown in Fig. 7, to ensure that the applied command feedforward voltage $u_{ref}^d$ leads to the desired current at the exact time instant when the corresponding current reference is applied.

As a result of the command filter and the feedforward path, the control error stays zero during command tracking transients. Consequently, the controller just needs to compensate disturbances and model inaccuracies and it can be designed for disturbance rejection only. The command tracking bandwidth can be set with the gain of the command trajectory filter independent of the controller. In Fig. 10 the command response with and without command filter and command feedforward are compared. It can be seen that these measures eliminate the overshoot during transients and allow to achieve deadbeat command tracking within 2 time steps.

IV. DISCRETE TIME REGULATOR DESIGN

In this section, the efficient implementation of synchronous-frame proportional integral (SFPI) regulators, proportional-resonant (PR) regulators and higher order current regulators is discussed. It is illustrated how to optimize the design of these control structures. After an optimization, the PR and SFPI regulator are compared to outline advantages and disadvantages of both for different application areas.

A. Implementation Options for Current Regulators

The SFPI regulator (19) is usually designed and implemented in the synchronous reference frame

$$\mathcal{G}_{SFPI}(z)^{dq} = K_p + \frac{K_i T_s}{1 - z^{-1}} = K_p \left( 1 + \frac{K_i T_s}{K_p} \frac{1}{1 - z^{-1}} \right).$$

However, the design and the implementation of the regulator can be done in any other reference frame achieving identical system dynamics: For example, in [13], the continuous time domain SFPI regulator has been implemented in the stationary reference frame. This can also be done for the discrete time control structure, presented in Fig. 7 using the discrete time coordinate transformation given by (8). The entire control structure from Fig. 7 implemented in the stationary frame is shown in Fig. 8. For the SFPI regulator the transformation leads to

$$\mathcal{G}_{SFPI}(z)^{ab} = K_p + \frac{K_i T_s}{1 - e^{2\pi f_s} z^{-1}}.$$  

This expression exhibits a resonator for space vectors, which
is therefore called space-vector resonator. It results from the integrator which is shifted from the dq- into the αβ-coordinate system and guarantees the control of the current at its resonant frequency with infinite stiffness and zero steady state error due to the internal model principle. It can be efficiently implemented on a DSP similar to a discrete time integrator as complex difference equation using the backshift operator of the z-transform:

\[
\Sigma_{\text{SFPI log}}^{\text{dq}}(k) = K_p \Delta l_{\text{dq}}^{\text{dq}}(k) + \Sigma_{\text{res}}^{\text{dq}}(k) \\
\Sigma_{\text{res}}^{\text{dq}}(k) = K_i T_s \Delta l_{\text{dq}}^{\text{dq}}(k) + \Sigma_{\text{res}}^{\text{dq}}(k-1) e^{j\omega e T_s}
\]

(21)

The stationary frame implementation of grid current regulators brings the benefit of a very simple and efficient implementation without any reference frame transformation.

Based on this concept, a PI regulator on the positive sequence and one on the negative sequence of the current can be combined in the stationary frame resulting in the discrete time implementation of the so-called proportional-resonant (PR) regulator [2], which ensures the rejection of positive and negative sequence voltage disturbances:

\[
G_{\text{PR}}(z)^{\text{dq}} = K_p \frac{K_i T_s}{1 - e^{j\omega e T_s} z^{-1}} + \frac{K_i T_s}{1 - e^{-j\omega e T_s} z^{-1}} \\
K_r = K_r = K_p \frac{2K_i T_s (1 - \cos(\omega e T_s) z^{-1})}{1 - 2\cos(\omega e T_s) z^{-1} + z^{-2}}
\]

(22)

Consequently, an arbitrary number of SFPI regulators can be implemented in the stationary frame as space-vector resonators, which guarantee infinite stiffness and zero steady state error on multiple harmonics e.g. on the dominant -5th, 7th, -11th and 13th grid harmonic. This controller framework is referred to as resonant space-vector (RSV) regulator in the following:

\[
G_{\text{RSV}}(z)^{\text{dq}} = \frac{V_{\text{in dq}}(z)}{\Delta l_{\text{dq}}^{\text{dq}}(z)} = K_p + \sum_{n \neq -k}^{k} \frac{K_{\text{leq}} T_s}{1 - z^{-1} e^{j\omega e T_s}}
\]

(23)

For a digital implementation, the difference equations of the RSV regulator can be formulated analogously to (21). To compensate the delay of the update and latch at higher harmonics it is advisable to include a phase shift into the gain of each resonator, which results in (24). This measure enhances damping and stability of the closed loop system.

\[
G_{\text{RSV}}(z)^{\text{dq}} = K_p + \sum_{n \neq -k}^{k} \frac{K_{\text{leq}} T_s}{1 - z^{-1} e^{j\omega e T_s} e^{j[\omega e T_s]}}
\]

(24)

B. Design and Comparison of SFPI and PR regulators

It has been discussed in section III that the regulator design only needs to focus on providing robustness as well as a fast and strong disturbance rejection ability. This requires the feedback regulator design to include the correct model as well as the already discussed quasi-stationary decoupling measures. In most publications, a quasi-continuous design of the regulator, which has conveniently been used in section III, is applied. This is usually based on the symmetrical optimum [3] or the phase margin [8]. Unfortunately, this does not allow insight into the design process if a system with certain crosstalk between d- and q-components is given.

To overcome this limitation, this work proposes the generalization of the root-locus method, which has previously only been used for transfer functions with scalar coefficients, to transfer functions with complex coefficients. Thereby, it is applicable for the discussed design task. In case of the SFPI regulator, a state feedback decoupling according to Fig. 11 is applied. However, if the PR regulator is used, a decoupling is not meaningful, because typically neither negative nor positive sequence should not be preferred. The following regulator design of the three phase PWM converter, modeled as complex SISO system, picks up on the root-locus design metric presented in [7].

To achieve insights into the regulator design options for SFPI (20) and PR regulator (22) in Fig. 12 the root loci of the open loop transfer function (25) is plotted for various gains \( r = K_p T_s / K_i \) of both regulators.

\[
G_o(z)^{\text{dq}} = G_{\text{plant}}(z)^{\text{dq}} K_p \left\{ \frac{1}{1 + \frac{K_i T_s}{K_p} e^{j\omega e T_s} z^{-1}} \right\}
\]

(25)

Due to the complex transfer function of plant and regulator the root loci are not complex conjugated with respect to each other. It is the design goal to find a controller with high bandwidth and disturbance rejection ability that does neither cause significant overshoot nor excites resonances. Thus, it is required to:

- Maximize the dynamic stiffness \( |V_{\text{out dq}}(j\omega)f / l_{\text{dq}}(j\omega)| \)
- Keep the damping in the range of \( \xi < 1 / \sqrt{2} \)

To optimize the regulator with respect to these design goals for each root locus the open loop gain is maximized via \( K_p \) until the damping constraint \( \xi > \sqrt{2} / 2 \) is hit. The resulting final poles are marked with black crosses in Fig. 12. They all lead to a design of the proportional state feedback gain with \( K_p \approx L_e / (3 T) \). For these designs the dynamic stiffness and the disturbance step response are also plotted in Fig. 12. The dynamic stiffness is used to evaluate the disturbance response properties in the frequency domain, as it indicates what disturbance voltage it takes at each frequency to change the current at that frequency by 1 A. To find the optimal regulator, the design scenario with the highest tuning factor that still keeps the damping constraint is selected. Thereby, it is guaranteed that the stiffness around grid frequency is maximized, which is desired to ensure a fast rejection of disturbances at the fundamental frequency and a certain robustness with respect to grid frequency variations. The design shown in red for \( r_{\text{SFPI}} = 0.16 \) and \( r_{\text{PR}} = 0.08 \) is a design optimum. A bigger \( r \) would lead to undesirable lower damping and overshoot. The resulting optimzed feedback gains, which are universally applicable for this current control structure, are summarized in TABLE I.
SFPI regulator over the PR regulator nearly entirely vanishes at most medium and high power applications. The advantage of the SFPI regulator lies in the frequency range from 1 kHz to 20 kHz, which is used in industrial grid voltage. If both regulators are analyzed over a same locus plot of the complex SISO system, (b) double sided dynamic stiffness.

**Fig. 12.** Control design of the complex SISO system based on (a) Root locus plot of the complex SISO system, (b) double sided dynamic stiffness plot, (c) disturbance response to 1 V step in the d-axis.

An important question to be answered is if there is any benefit from using the PR or the SFPI regulator. From the optimized design it is clear that if no control of the negative component is necessary, the SFPI regulator is always a better choice. The reason for this is that, given similar damping constraints, the SFPI regulator can be built with a higher resonant gain $K_r$ and thus provides as faster settling time after disturbances in the fundamental grid voltage. If both regulators are analyzed over a sampling frequency range from 1 kHz to 20 kHz, which is used in most medium and high power applications, the advantage of the SFPI regulator over the PR regulator nearly entirely vanishes at very low sampling frequencies. which has been illustrated in [22] in detail.

### C. Design and Implementation of the RSV Regulator

The introduced RSV regulator is a compact way to formulate a regulator on multiple harmonics. One limitation of higher order regulator structures is that it is not intuitive to design multiple state feedback gains such that the overall system dynamics are stable, provide reasonable bandwidth and are well behaved. To overcome this limitation, it is shown how the root-locus method for complex SISO systems can be used to optimize the state feedback gains of multiple space vector resonators. A properly tuned SFPI regulator is used as a starting point that is augmented by space vector resonators achieving infinite stiffness at the $-5^{th}$, $+7^{th}$, $-11^{th}$ and $+13^{th}$ harmonic.

The design goal for the entire regulator is to augment the bandwidth of high stiffness around the desired frequencies while keeping the effective damping of the system above a certain level such that resonance do not become dominant. First, the RSV regulator state feedback gains rejecting the $-5^{th}$ and $+7^{th}$ grid voltage harmonic are synthesized. The gain on $-5^{th}$ and $+7^{th}$ harmonic are kept identical ($K_{r,-5} = K_{r,+7} = K_{r,-5,+7}$) to limit the complexity of the design. The root locus in Fig. 13 (left) shows the possible pole placements for an increasing $K_{r,-5,+7}$. For the red and black marked poles two design options are shown in detail, whose dynamic stiffness plot is shown below in comparison to the dynamic stiffness of the pure SFPI regulator used as starting point. The poles resulting from the space vector resonators on the $-5^{th}$ and $+7^{th}$ grid voltage harmonic, which are close to the stability margin, are balanced by zeros and are not critical for the design as long as they remain stable. The same is true for the critically damped pole on the real axis. However, when increasing the $K_{r,-5,+7}$ gains the poles resulting from the proportional state feedback path are further pulled to weaker damping. Thus, the design decision for $K_{i,n}$ is a compromise between high system damping and a bigger bandwidth of the resonant state feedback.

### TABLE I

<table>
<thead>
<tr>
<th>Table I</th>
<th>Optimized Feedback Gains for SFPI and PR Regulator</th>
</tr>
</thead>
<tbody>
<tr>
<td>$K_{p}$</td>
<td>SFPI Regulator</td>
</tr>
<tr>
<td>$L_{r}/(3T_s)$</td>
<td>$L_{r}/(3T_s)$</td>
</tr>
<tr>
<td>$K_{i}=K_{i}$</td>
<td>$0.16K_{i}/T_s$</td>
</tr>
</tbody>
</table>

The dynamic stiffness at the $-5^{th}$ harmonic is illustrated in Fig. 13 (right) for a high damping factor $K_{i,n} = 0.16K_{i}/T_s$ and a low damping factor $K_{i,n} = 0.08K_{i}/T_s$, both for $K_{r,-5,+7} = 0.1$.
loop. This is illustrated for two cases: \( K_{i,5,6}/K_i = 1/2 \) and \( 1/6 \). As \( K_{i,5,6}/K_i = 1/2 \) reduces the damping quiet significantly resulting in a reduction of the worst case stiffness by a factor of 2, a design with \( K_{i,6}/K_i = 1/6 \) is a reasonable choice.

After the successful resonant state feedback loop design of the \(-5^{th}\) and \(+7^{th}\) harmonic, the resulting closed loop system dynamics are used as starting point to design the \(-11^{th}\) and \(+13^{th}\) harmonic resonant feedback loop. The root locus for an increasing \( K_{i,-11,13} = K_{i,-11,13} \) depicted in Fig. 13 (right) shows that this time the complex conjugated pole pair corresponding to the proportional state feedback loop is not leading to weak damping. The critically damped pole and also the poles resulting from the space vector resonator on \( 5^{th} \) and \( 7^{th} \) harmonic do not limit the feedback gain. However, the pole resulting from the additional space vector resonators on the \(-11^{th}\) and \(+13^{th}\) harmonic reveal a low system damping for higher values of \( K_{i,-11,13} \). This effect is a result from the growing distance and weaker balancing between pole and zero. Thus, a design with \( K_{i,5,7}/K_i = 1/6 \), marked in red, is not desirable as it results in a very weakly damped pole close to the unity circle, whereas state feedback gains of \( K_{i,-11,13}/K_i = 1/12 \) seem to be a good design compromise. This exemplary design shows how a RSV regulator structure is designed systematically and consistently generalizing the root locus method for complex SISO system.

V. SIMULATION AND EXPERIMENTAL RESULTS

Based on the introduced control framework a current control structure according to Fig. 11 has been designed and implemented in C++. It was first tested on a Software-in-the-Loop (SIL) test bench using MATLAB Simulink and PLECS. Afterwards, the control classes were implemented on an AixControl XCS2000 rapid control prototyping system to evaluate the control algorithm experimentally.

A. Evaluation of the Command Tracking Performance

First, the performance of the SFPI regulator and the command filter is investigated for the system parameters summarized as Setup I in TABLE II. The simulation in Fig. 14 shows the system command response. The trajectory generator, which includes the voltage limit, shapes a feasible current command and applies a consistent command feedforward leading to a high command tracking bandwidth without overshoot. With the gain of the trajectory generator \( K_T \) the bandwidth of the system can be properly adjusted independent of the regulator gains. The simulation results can nearly perfectly be transferred to the experiment, which is shown in Fig. 15. The major difference in current between simulation and experiment occurs due to a small grid voltage imbalance and minor pulsations of the dc-link. This shows that an accurate simulation of a grid tied PWM converter reaches nearly the precision of an experimental setup.

B. Comparison of SFPI and PR Regulator

It has been discussed in Section IV B that the PR regulator gains needs to be detuned compared to the SFPI regulator to keep a desired damping level. As a consequence, the regulator analysis showed that the SFPI regulator can provide a higher stiffness compared to the PR regulator. The PR and the SFPI regulator are designed according to section IV for an experimental demonstration. To keep the damping at \( \xi = 0.707 \) the resonant feedback gain of the PR regulator needed to be set to approximately \( 1/2 \) of the resonant feedback gain of the SFPI regulator.

To analyze and compare the disturbance rejection performance of both regulators a chopped load resistance is transiently applied in series to the filter of the converter. The parameters of the experimental setup are summarized in TABLE II. (Setup...
II) and the measurement results are illustrated in Fig. 16. The current sag $\Delta I_L$ that can be observed for both controllers are identical. This is because of the equal proportional feedback gains. However, the PR regulator needs more than twice the settling time $t_s$ compared to the SFPI regulator due to the reduced resonant feedback gain. This reveals, that the SFPI regulator is more effective for most current controllers. Only if the rejection of negative sequence voltages is required, e.g. in the case of grid imbalances, the PR regulator is a better choice, as it can entirely reject negative sequence voltage disturbances.

C. Multiple Harmonic Rejection With the RSV Regulator

Finally, the ability of the resonant space vector regulator to reject multiple harmonics is evaluated experimentally. There-fore, the active converter (TABLE II Setup III) is paralleled with a passive three phase rectifier, as illustrated in Fig. 17. This resonant feedback gain. This reveals, that the SFPI regulator is more effective for most current controllers. Only if the rejection of negative sequence voltages is required, e.g. in the case of grid imbalances, the PR regulator is a better choice, as it can entirely reject negative sequence voltage disturbances.

C. Multiple Harmonic Rejection With the RSV Regulator

Finally, the ability of the resonant space vector regulator to reject multiple harmonics is evaluated experimentally. Therefore, the active converter (TABLE II Setup III) is paralleled with a passive three phase rectifier, as illustrated in Fig. 17.
specific setup allows operating the PWM converter at a grid with artificially excited grid harmonics.

In Fig. 18 the performance of the SFPI regulator structure and the resonant space vector regulator structure are compared under these grid conditions with artificially excited grid harmonics. In case of the SFPI regulator, the grid voltage harmonics excite the current, in particular the 5th, 7th, 11th and 13th harmonic. This is because the SFPI current regulator exhibits a finite stiffness at these harmonics, which can be seen in Fig. 12. Therefore, it cannot entirely reject this disturbance voltage. However, the fundamental harmonic is controlled such that it accurately follows the current reference in amplitude and phase.

In contrast, the space vector regulator structure, which enhances the single space-vector resonator of the SFPI regulator by additional higher order space-vector resonators, rejects the higher order voltage harmonics due to the infinite stiffness at the higher order harmonics. As a consequence, the regulated current is purely sinusoidal and smoothly follows the reference. This elimination of the high order current harmonics is of great importance, especially if multiple converters are operated at a weak utility grid, because it prevents a stronger excitation of the voltage harmonics that is reflected at the coupling point of the converters.

VI. CONCLUSION

In this work, an insightful design and implementation methodology for discrete-time current control of PWM converters has been proposed and analyzed. Therefore, an accurate discrete-time model for the control of a three-phase converter has been derived. This has been used to develop proper decoupling paths and a consistent command filter structure. The root-locus method has been generalized for the control design of SISO systems with complex coefficients and used to optimize the SFPI and the PR regulators for three-phase current control. Thereby, both regulator structures have been compared systematically. Based on the SFPI implementation in the stationary frame, the resonant space-vector regulators concept has been developed. It allows to handle various regulators e.g. SFPI, PR and regulators on multiple harmonic in one framework leading to consistent tuning and an efficient implementation. Experimental results are presented to validate the introduced control implementation and design framework.
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