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Application Range Analysis and Implementation 
of the Logic-Processed CPS-PWM Scheme Based 

MMC Capacitor Voltage Balancing Strategy
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Abstract—Fundamental frequency sorting algorithm (FFSA) 
is outstanding for the MMC capacitor voltage balance due to the 
reduced computational burden and elimination of arm current 
detection. However, with the traditional carrier-phase-shifted pulse 
width modulation (CPS-PWM) scheme, FFSA will be ineffective 
when the carrier frequency is higher than 250 Hz, where the 
line frequency is 50 Hz. Thus, previous works proposed a logic-
processed CPS-PWM scheme to overcome this disadvantage.
This paper furtherly introduces the application ranges and 
implementation of this logic-processed CPS-PWM scheme based 
capacitor voltage balancing method in detail. With a detailed 
mathematical analysis, the factors that influence the balancing 
strategy’s convergence speed are obtained, i.e., modulation index 
and power factor angle. It is found that in the applications where 
the modulation index is usually higher than 0.75, the influence 
of the modulation index is negligible. However, when the power 
factor angle is closed to ±π/2, the convergence speed is almost zero. 
Therefore, by comparing with the traditional CPS-PWM scheme 
based FFSA balancing method, the application ranges of power 
factor angle are revealed to guarantee a high convergence speed. 
Meanwhile, the balancing strategy’s application scope is specified. 
Moreover, a three-tier control architecture is demonstrated, where 
the logic process of driving signals and capacitor voltage sorting 
process are both executed in the middle-tier FPGA controller. This 
centralized scheme guarantees the synchronization of switching 
actions. And the logic process is easy and cost-effective in FPGA. 
Simulation and experimental results are presented to validate the 
theoretical analysis.

Index Terms—Balancing strategy, convergence speed, FFSA, 
logic-processed CPS-PWM, modular multilevel converter.  

I. Introduction

MODULAR multilevel converter (MMC) has attracted 
great attention due to its modularity, high efficiency and 

scalability [1]-[3]. With these advantages, MMC is promising 
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in medium- and high-voltage applications. Researches on 
modulation schemes, voltage balancing strategies and circulating 
current suppression strategies have been widely carried out [4]-
[7]. Capacitor voltage balancing of sub-modules (SMs) is vital 
for the stable operation and performance of MMC. 

Different kinds of voltage balancing methods have been 
presented in the literature. Among them, the open-loop 
balancing method requires no measurement of the capacitor 
voltages, which simplifies the design of the control system and 
reduces the cost [8]. However, its dynamic performance is poor. 
Sorting and selecting method is one of the most commonly used 
methods, which sorts the capacitor voltages at first and then 
inserts proper SMs according to the sorting result and the arm 
current direction [9]. Although this method is easy to implement, 
the high frequency sorting process leads to heavy computational 
burden and excessive switching actions. A reduced switching-
frequency voltage balancing strategy was proposed in [10] to 
reduce the switching actions of SMs. But the sorting frequency 
of this method is still high. Fundamental frequency sorting 
algorithm (FFSA) based balancing strategy is proposed in [11], 
which avoids the excessive switching actions and effectively 
reduces the sorting frequency to fundamental frequency. So, a 
large amount of computing resources is saved. Further studies 
on FFSA have been carried out in [12]-[14] under different 
modulation schemes, such as carrier-phase-shifted pulse width 
modulation (CPS-PWM), nearest level (NL) modulation and 
phase disposition PWM (PD-PWM). And it is found in [14] 
that, with CPS-PWM scheme, FFSA based balancing strategy 
will no longer feasible when the carrier frequency is higher than 
250 Hz, where the line frequency is 50 Hz. This is caused by the 
little difference in the charging ability among different driving 
signals. Therefore, an improved balancing strategy is proposed 
in [14]-[15] based on the logic-processed CPS-PWM scheme. 
In the improved balancing strategy, driving signals with proper 
phase angle difference are processed by logic AND/OR process 
to synthesize new driving signals with obviously charging 
ability difference. Subsequently, the FFSA can balance the 
capacitor voltage under high-frequency CPS-PWM. However, 
the convergence speed and application ranges of the proposed 
balancing strategy is not analyzed in detail.

In this paper, the convergence speed of logic-processed 
CPS-PWM scheme based MMC capacitor voltage balancing 
strategy is analyzed in detail. It is found that the convergence 
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speed is influenced by the modulation index and power factor 
angle. While, as revealed in this paper, in the applications where 
the modulation index is usually higher than 0.75, the influence 
of modulation index is negligible. However, when the power 
factor angle is closed to ±π/2, the balancing strategy becomes 
infeasible because the convergence speed is too slow to balance 
the capacitor voltage. By comparing with the traditional CPS-
PWM scheme based FFSA balancing method, the application 
ranges of power factor angle are revealed. Consequently, the 
proposed balancing method’s application scope is specified. 
It is especially suitable for the high voltage direct current 
(HVDC) transmission, but not suitable for applications such as 
static synchronous compensator (STATCOM), which mainly 
generate or absorb reactive power. Moreover, a three-tier 
control architecture is also presented, where the logic-processed 
CPS-PWM is centralized in the middle-tier FPGA controllers 
for each phase. Thus, the synchronization of switching actions 
is guaranteed, and the logic process can be accomplished easily 
and cost-efficiently.

This paper is organized as follows. The principles of logic-
processed CPS-PWM scheme based capacitor voltage balancing 
strategy are presented in Section II. In Section III, the convergence 
speed is analyzed in detail, and the application ranges of power 
factor angle are revealed subsequently. The three-tier control 
architecture is demonstrated in Section IV. Simulation and 
experimental results verify the theoretical analysis in Section V. 
Finally, Section VI draws the conclusion.

II. Logic-Processed CPS-PWM Scheme Based 
Voltage Balancing Strategy With FFSA

A. Structure of MMC

A typical structure of three-phase grid-connected MMC is 
illustrated in Fig. 1, where each phase leg is comprised of two 
arms. In each arm, N SMs and one inductor are connected 
in series. The SM consists of two IGBT switches and one 
capacitor. When S1 is on, the SM is inserted. And it is bypassed 
when S2 is on. Thus, the output voltage of SM varies between Vc 
and zero, where Vc is the capacitor voltage. The output voltage 
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Fig. 1.  Structure of a typical three-phase grid-connected MMC.

can be synthesized by properly inserting a certain number of 
SMs in upper and lower arms.

B. Traditional CPS-PWM Scheme Based Balancing Strategy 
With FFSA

The basic principle of FFSA is firstly introduced in [11].
In this algorithm, the capacitor voltage variations of SMs in 
the previous fundamental period are calculated and sorted in 
ascending order at the fundamental frequency. In Fig. 2, ΔVch, 
ΔVci, ΔVcj represent the voltage variations of SMh, SMi and 
SMj, and ΔVcseq stores the sorting result. The voltage variations 
sorting result reflects the charging ability of each SM’s driving 
signal assigned to them in the previous fundamental period. 
Subsequently, the driving signals sequence, namely Dseq, is 
obtained in ascending order regarding to their charging ability. 
Meanwhile, the capacitor voltages are sorted in descending 
order, obtaining the voltage sequence labeled as vcseq. Symbols 
vck, vcl, and vcm represent the capacitor voltage of SMk, SMl and 
SMm, respectively. And Nseq stores the corresponding number 
of the SMs. So far, the relationship between driving signals and 
SMs can be rebuilt with the balancing strategy going like this: in 
the following fundamental period, driving signal which has the 
lowest charging ability will be assigned to SM with the highest 
capacitor voltage, e.g., Dh is assigned to SM-Nk, while driving 
signal which has the highest charging ability will be assigned to 
SM with the lowest capacitor voltage, e.g., Dj is assigned to SM-
Nm. Thus, the capacitor voltage can be well balanced.

However, in this scenario, the charging ability of driving 
signals is related to the CPS-PWM carrier frequency. As illustrated 
in Fig. 3, N carriers are compared with the modulation signal 
varef  to generate driving signals for the lower arm of phase A. 
Taking Sx as an example, which is generated by the xth carrier, 
the Fourier expression of Sx can be derived as:

(1)

where mv is the modulation index, ω is the angular frequency 
of modulation signal, ωc is the angular frequency of carrier, 
θv is the phase angle of the modulation signal, θcx is the initial 
phase angle of xth carrier and Amn is the amplitude of harmonic 
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component, in which m is the carrier harmonic index and n is 
the carrier sideband harmonic index (m = 1, 2, 3,… and 
n = 0, ±1, ±2, …). So the voltage variation caused by the xth 
carrier during one fundamental period can be calculated as:

(2)

where ilA is the lower arm current of phase A and ∆V1, ∆V2 

and ∆V3 represent the voltage variations caused by carrier 
harmonics and their sidebands that overlap the DC component, 
the fundamental component and the secondary harmonic, 
respectively. As presented in [14], if the line frequency is 50 Hz, 
when the carrier frequency is higher than 250 Hz, the charging 
abilities of each driving signal are all near to zero, which leads 
to the failure of balancing strategy based on traditional CPS-
PWM scheme with FFSA.

C. Logic-Processed CPS-PWM Scheme Based Balancing 
Strategy With FFSA

In order to synthesize driving signals with obviously different 
charging ability when the carrier frequency is higher than 
250 Hz, the logic-processed CPS-PWM scheme is proposed. 
As depicted in Fig. 3, carrier x and carrier y are selected in pairs 
as an example. Driving signal Sor is the logic OR process result 
of Sx and Sy, and Sand is the result of logic AND process of Sx and 
Sy. As proved in the next section, the logic-processed driving 
signals, Sor and Sand possess obviously different charging ability 
with each other. So the logic-processed CPS-PWM scheme 
based balancing strategy with FFSA can be executed as follows.

Firstly, the sorting process of capacitor voltages is operated 
at fundamental frequency with the corresponding SM’s number 
sequence stored in Nseq, as illustrated in Fig. 4. The voltage 
differences of each SM-pair can be obtained simultaneously, 
where the SMs are combined in pairs by the following rules: 
SM with the highest capacitor voltage is combined with the 
SM with lowest capacitor voltage, and the second highest SM 
is combined with the second lowest SM, and so on. In this 
paper, 2% of the rated capacitor voltage is set as the threshold 
to determine whether the SMs are in balance state or not. If 
the voltage difference overreaches this threshold, it means that 
the corresponding SM-pair is in unbalance state. As shown in 

Fig. 4, assume there are Nd pairs of SMs in unbalance state, 
i.e., voltage differences of the highest Nd SMs and the lowest 
Nd SMs (ΔV1 ~ ΔVNd) exceed the threshold. Accordingly, Nd 
pairs of driving signals with proper phase angle difference are 
selected in S(i) and S(N-i+1), where i = 1, 2, …, Nd. And the 
rest driving signals are stored in S(Nd + 1) to S(N-Nd +1), which 
are directly assigned to the SMs in balance state. PL(i) and PU(i) 
represent the logic process of driving signal pairs as defined in (3) 
and (4), where min{} means selection of the driving signal with 
lower charging ability, and max{} means selection of the driving 
signal with higher charging ability. And then, PL(i) is assigned 
to SM-Nseq(i), while PU(i) is assigned to SM-Nseq(N-i + 1). 
Consequently, the capacitor voltages can converge back to the 
balance state.

(3)

(4)

III. Convergence Speed and Application Range 
Analysis

It is clear that the charging ability difference between driving 
signals is the key to balance the capacitor voltages. The voltage 
balancing strategy may be deactivated when the charging ability 
difference is not so obvious. Thus, the convergence speed is 
analyzed in this section and the application range is revealed.

A. Convergence Speed Analysis

Similar to the traditional CPS-PWM scheme, the Fourier 
expression of Sor and Sand can be obtained and the voltage 
variations caused by them in one fundamental period can be 
derived as follows:

(5)
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(6)

where Ism is the amplitude of output phase current, θ is the 
power factor angle, θxy is the phase angle difference of carrier x 
and y, and φxy is calculated as follows:

(7)

It should be noticed that the voltage variations caused by 
the carrier sideband harmonic are neglected in (6) since they 
are very small when the carrier frequency is high. Moreover, 
because the driving signals are logic processed in pairs and 
assigned to the SM-pairs simultaneously, the convergence 
speed of capacitor voltage can be evaluated by the difference of 
variations caused by Sor and Sand as shown in (8).

(8)

Furtherly, since the second part of (5) and (6) is also small 
enough to be neglected, only the first part of the voltage 
variations is considered for simplification. Thus, ∆V can be 
simplified as follows:

(9)

It can be observed that the convergence speed is determined 
by active current component Ism|cos θ|, modulation index mv 
and carrier phase angle difference θxy. By the partial differential 
operation of θxy and φxy, the following equation can be obtained as:

(10)

Assuming (10) to be zero, it can be derived that ∆V achieves 
its maximum value when θxy = π and φxy = π/2. Consequently, 
the maximum convergence speed ∆Vmax can be calculated as:

(11)

πv
v

Normalized by Ism/ωC, the relationship of ∆Vmax
*, mv and 

θ is illustrated in Fig. 5. It can be observed that the balancing 
strategy has the highest convergence speed when θ equals to 0 
or ±π. While it reaches the lowest speed when θ equals to ±π/2. 
And it can be seen from Fig. 5(b) that when mv is higher than 
0.75, mv has little influence on the convergence speed. Thus, 
only the application range of power factor angle θ needs to be 
analyzed in the next subsection.

B. Application Range Analysis

It is presented in [14] that the balancing strategy’s convergence 
speed will be degraded when there is reactive power transferred. 
However, the acceptable application range of power factor angle 
is not clearly specified. It is reasonable to take the convergence 
speed of traditional CPS-PWM based balancing strategy as 
the reference to analyze the application ranges of the proposed 
strategy. As demonstrated above, the traditional CPS-PWM 
based balancing strategy’s convergence speed slows down 
with the increase of carrier frequency and eventually becomes 
infeasible when the carrier frequency is higher than 250 Hz. But 
it can still offer considerable speed when the carrier frequency 
is 150 Hz [14]. Therefore, the convergence speed of traditional 
CPS-PWM based balancing strategy with 150Hz carrier 
frequency is taken as the lowest acceptance of convergence 
speed for the proposed balancing strategy.

Based on the expansion of (2), the maximum and minimum 
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capacitor voltage variations generated by the driving signals 
with 150 Hz carrier frequency are calculated as (12).

(12)

where θcx1 is the phase angle of carrier x1, x1 = mod (round 
(1 + N (θc1 - 3θv + θ )/2π), N), θcx2 is the phase angle of carrier 
x2, x2 = mod (round (1 + N(θc1 - 3θv + θ - π)/2π), N). And A1(-2) is 
the harmonic amplitude, which can be calculated as:

(13)

Thus, the maximum convergence speed with 150 Hz carrier 
frequency can be represented by ∆Vcl150 Hz max as follows:

(14)

Normalized by Ism /ωC, the relationship of ∆Vcl150Hzmax
*, mv and θ 

is illustrated in Fig. 6, where θc1 = 0, θv = 0, and N = 20. Fig. 6 shows 
that, for the traditional CPS-PWM based balancing strategy, the 
convergence speed is mainly determined by mv. Compared to 
the logic-based CPS-PWM based strategy, when the modulation 
index mv is higher than 0.75, its normalized convergence speed 
is always above 0.3. Therefore, ∆Vmax

*= 0.3 is taken as the 
lowest acceptable convergence speed of the proposed balancing 
strategy.

It can be calculated from (11) or read from Fig. 5(b) that the logic-
processed CPS-PWM scheme based voltage balancing strategy 
reaches a normalized convergence speed of 0.3 when θ ≈ ±π/3 and 
±2π/3. Hence the conclusion can be drawn that the application 
range of power factor angle is θ  [-π/3, π/3]||[-π, -2π/3]||[2π/3, π]. 
Fig. 7 illustrates the application ranges. Thus, it can be inferred 
that the proposed strategy is especially suitable for the HVDC 
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transmission, which mainly deals with active power and has a 
modulation index higher than 0.75.

IV. Implementation of the Logic-Processed CPS-PWM 
Based Balancing Strategy

In the logic-processed CPS-PWM scheme, the manipulation 
of driving signals should be achieved without affecting the 
synchronization of switching actions among SMs. Otherwise, 
distorted voltage levels and defected arm currents will be 
induced [16]. As demonstrated in Fig. 8, a three-tier control 
system architecture is proposed. The control system is divided 
into three parts: the main controller, phase controllers and sub-
module controllers. The main controller is one DSP controller, 
which is responsible for the high-level controls, such as active 
and reactive power control.

The phase controller utilizes FPGA as the control unit, 
which carries out the logic-processed CPS-PWM scheme based 
capacitor voltage balancing strategy. Since the generation and 
manipulation of driving signals are centralized in the middle-tier 
controller, the synchronization of switching actions is naturally 
guaranteed. Moreover, the logic process of driving signals is 
easy and cost-effective in FPGAs. The SM controllers only 
receive control signals from the phase controllers and report the 
capacitor voltage to the phase controllers.

Fig. 7.  Application ranges of power factor angle for logic-processed CPS-PWM 
scheme based balancing strategy.
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V. Simulation and Experimental Verification

In order to verify the theoretical analysis, a 21-level three-
phase grid-connected inverter is built in MATLAB Simulink and 
a 9-level three-phase grid connected prototype is established. 
The parameters of simulation and prototype are shown in 
Table I. And the carrier frequency (switching frequency) is set 
as 450 Hz for both simulation and experiment.

A. Simulation Results

Dual-loop control is adopted in the simulation, where the 
outer loop controls the active and reactive power and the inner 
loop controls the active and reactive current. The carrier phase 
angle difference for the logic processed driving signals is 
selected according to [14], so new driving signals with proper 
charging ability can be synthesized.

Simulation results with different power factor angles are 
presented in Fig. 9(a)-(c). The output voltage, output current, 
enable flag and execution flag of balancing strategy, and 
the lower arm capacitor voltages of phase A are presented 
successively. In order to verify the effectiveness of the 
balancing strategy, the capacitor voltages should be diverse at 
the initial state. Therefore, the balancing strategy is disabled at 
first, and the logic processed driving signals are intentionally 
assigned to specific SMs to charge and discharge the capacitors. 
This process is not illustrated in Fig. 9. After a preset timespan, 
the SMs are in unbalance state and they are re-assigned with 
their original driving signals. At the meantime, the balancing 
strategy is still disabled. As observed in Fig. 9(a)-(c), with the 
original high frequency driving signals, the capacitor voltages 
keep unchanged. This is because there is little difference in the 
charging ability of original driving signals, which verifies the 
theoretical analysis.

The balancing strategy is enabled at 0.3 s. And it can be 
seen from Fig. 9(a)-(c) that the capacitor voltages convergence 
speeds are different with different power factor angles. Fig. 9(d) 
is the simulation result of the traditional CPS-PWM scheme 
based balancing strategy with 150 Hz carrier frequency, and its 
power factor angle is π/3.

TABLE I
Parameters of Simulation and Prototype

Parameters Simulation Prototype

(a) 

(b) 

(c) 

(d) 
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Fig. 9.  Simulation results. (a) power factor angle θ = 0 with 450 Hz logic 
processed CPS-PWM, (b) θ = π/6 with 450 Hz logic processed CPS-PWM, 
(c) θ = π/3 with 450 Hz logic processed CPS-PWM, (d) θ = π/3 with 150 Hz 
traditional CPS-PWM.
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Key performance characters of the simulation results are 
concluded in Table II. When the power factor angle θ 
changes from 0 to π/6, i.e., active power is still the major 
power component, the convergence speed difference is 
small. However, when reactive power becomes the major 
power component (power factor angle θ changes to π/3), the 
convergence time is two times longer than that with θ = 0. It 
indicates that the convergence speed drops quickly with the 
increase of reactive power. Compared with the traditional CPS-
PWM scheme based balancing strategy (seven fundamental 
periods), the convergence speed of logic processed CPS-PWM 
scheme based balancing strategy is much slower when power 
factor angle reaches π/3 (ten fundamental periods). This result 
verifies the proposed application ranges of power factor angle in 
Section III.

B. Experimental Results

Similarly, the logic-processed voltage balancing strategy is 
disabled at first, and the driving signal synthesized by logic 
OR process of the 1st and the 5th carriers is assigned to SM1, 
and the driving signal synthesized by logic AND process is 
assigned to SM8. Besides, the rest SMs’ driving signals remain 
unchanged. Consequently, the capacitor voltages of SM1 and 
SM8 diverge from their rated value.

Three cases are studied in this section, i.e., the power factor 
angle equals to 0, π/6 and π/3. The experimental results are 
presented in Fig. 10(a), (b), (c). The output voltage, output 
current, capacitor voltages of SM1, SM5 and SM8 in the lower 
arm of phase A, execution flag and enable flag of the balancing 
strategy are depicted in sequence in each figure. It should be 
noticed that, in order to keep a high convergence speed and 
avoid the possible voltage oscillations, the selection of carrier 
phase angle difference for logic processing is divided into 
three regions according to the voltage divergence degree as 
introduced in [14]. Therefore, the convergence time is indicated 
by the execution flag of the outermost region flag 1 and the 
innermost region flag 3. The key experimental results are 
concluded in Table III. It is consistent with the analysis and 
simulation that the convergence time increases with the increase 
of reactive power component. And when the power factor angle 
θ reaches π/3, the convergence speed drops a lot compared to 
the condition when θ = 0 (from five fundamental periods to 
fifteen fundamental periods).

TABLE II
Comparison of Simulation Results

Balancing Strategy Traditional
CPS-PWMLogic Processed CPS-PWM

(a) 

(b) 

(c) 

vclA5, 20V/div
vclA1, 20V/div

Vripple=8.7V 

vclA8, 20V/divV=33V 
Vc_avg=97.5V 

t=0.1s 

flag1
flag3

Enable flag 50ms/div

iA, 20A/div

vA, 500V /div 50ms /div

iA, 20A/div

vA, 500V/div 50ms/div

vclA5, 20V/div
vclA1, 20V/div

Vripple=9.4V 

vclA8, 20V/div
V=35V 

Vc_avg=97.2V 

t=0.14s 

flag1
flag3

Enable flag 50ms/div

vclA5, 20V/div
vclA1, 20V/div Vripple=9.7V 

vclA8, 20V/div
V=34V 

Vc_avg=96.7V 

t=0.3s 

flag1

flag3

Enable flag 50ms/div

iA, 20A/div

vA, 500V/div 50ms/div

Fig. 10.  Experimental results for 450 Hz logic-processed CPS-PWM based 
balancing strategy, (a) power factor angle θ = 0, (b) θ = π/6, (c) θ = π/3.

TABLE III
Comparison of Experimental Results

Balancing Strategy Logic Processed Scheme With 
FFSA 
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VI. Conclusion

The convergence speed and application ranges of the logic-
processed CPS-PWM scheme based balancing strategy is 
analyzed in this paper. It is revealed through mathematical 
analysis that the convergence speed is mainly determined by 
the power factor of MMC. And by comparing with the normal 
CPS-PWM scheme based balancing strategy, the application 
ranges of power factor angle for the proposed balancing stra-
tegy is derived, i.e., [-π/3, π/3] || [-π, -2π/3] || [2π/3, π]. It 
indicates that this strategy is especially suitable for MMC-
HVDC transmissions, which mainly deals with active power. 
Besides, with the proposed three-tier control system, CPS-
PWM and logic process are centralized in the phase-controllers 
(FPGA). Therefore, the synchronization of switching actions 
is guaranteed naturally. The theoretical analysis is validated by 
both simulation and experimental results.
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Two-Type Single-Stage Isolated Modular Multilevel
Cascaded Converter (I-M2C2) Topologies

Chuang Liu, Lianxin Wen, Dongfeng Yang, Hong Ying, Chao Liu, and Haoran Zhang

Abstract—This paper introduces two types of single-stage high-
frequency isolated converters named isolated modular multilevel 
converter (I-M2C) and isolated modular cascaded converter (I-
MC2), which are both based on the high-frequency-link concept. 
The two converters can totally reduce the individual DC-link 
capacitors at the high-voltage (HV) side and simplify the voltage 
balancing control. The fundamental principle and applied 
modulation strategy scheme of I-M2C and I-MC2 are given in 
details. The operation mode of I-M2C is analysed as an example. 
Experimental results are given respectively to illustrate the efficient 
operating characteristics of the two new types of converters.

Index Terms—High-frequency-link (HFL), hybrid AC and DC 
power conversion, isolated modular multilevel cascaded converter 
(I-M2C2), solid-state transformer.  

I. Introduction

CURRENTLY, with the burgeoning development of 
power semiconductor technology, solid-state transformer 

(SST) [1]-[7] has been conceived as a replacement for the 
conventional line-frequency transformer providing galvanic 
isolation by means of medium/high-frequency transformers. 
SST is a key equipment in the future solid-state substation (SSS) 
[8] with hybrid AC and DC power conversion function, which 
is easy for the flexible grid integration of renewable energy 
systems [9], [10]. Modular architecture can bring advantages 
to the power and voltage scalability and maintenance, as well 
as the fault-tolerance strategy implementation, and the SST 
modular systems are generally based on the input-series output-
parallel (ISOP) configuration of converter cells, which could be 
classified into two broad categories: the cascade H-bridge (CHB) 
converter [11]-[15] and the MMC [7]-[16] based structures as 
shown in Fig. 1. 

From the high-voltage AC side to the common low-voltage 
DC side, the two structures both have two-stage power conver-
sion. Because of the galvanic isolation for the individual DC 

Manuscript received January 27, 2019. This work was supported by the 
General Programs of National Natural Science Foundation of China (51877035) 
and Zhejiang Huayun Clean Energy CO. LTD. This paper was presented in part 
at the 2018 IEEE International Power Electronics and Application Conference 
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C. Liu, L. Wen, D. Yang, C. Liu, and H. Zhang are with Northeast Electric 
Power University, Jilin 132012, China (e-mail: victorliuchuang@163.com; 
423867026@qq.com; ydfnedu@126.com; 774416591@qq.com; 648827329@
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310002, China (e-mail: Ying_Hong@zj.sgcc.com.cn). 
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side of the cascaded converter and MMC, high-value bulky 
capacitors are needed to buffer the double-line-frequency (DLF) 
power oscillation that leads to the space volume problem [17], [18], 
which may restrict its development in real world application.

In order to face the future demand of hybrid DC and AC 
application in SSS application, except for the basic requirements 
of modular realization, multilevel waveform, high availability, 
failure management, investment and life cycle cost on the 

Fig. 1.  Typical SST topology between medium-AC and low-DC sides. (a) Single-
phase MMC based SST topology. (b) Single-phase CHB based SST topology.

  Cascaded H-bridge 
converter

VdcLVdcH

VdcH/2

VdcH/2

VacHIndividual DC-link capacitors

High-frequency isolated 
converter

(a)  
  

VdcL VacHIndividual DC-link capacitors

High-frequency isolated 
converter

Cascaded H-bridge 
converter

(b) 
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modular multilevel cascaded converter (MMCC) [19], the 
expected main technical and economic aspects of the MMCC’s 
development are:
·Multiport AC and DC system:

Three basic voltage-level ports of high-voltage AC 
(HVAC), high-voltage DC (HVDC), and low-voltage DC 
(LVDC);

·High-frequency galvanic isolation:
The high isolation voltage between HVAC/DC and LVDC 
sides with modularity high-frequency transformers;

·Expected requirement of fewer capacitors: 
It will overcome the space problem of individual DC-link 
capacitors in the CHB and MMC based isolated multilevel 
converters;

·Simplicity of the control system:
The entire control system will be without complex multi-
loop assisted control, such as voltage balancing.

In consideration of the problems mentioned above, the 
main contribution of this paper is it first introduces the high-
frequency-link (HFL) concept into the MMC and CHB 
topologies, and proposes two new converters named I-M2C 
and I-MC2. The new two-type converters inherit the main 
merits of the traditional MMC and CHB such as the modular 
structure, multi-port and multilevel waveform. Thanks to the 
single-stage power conversion, the bulky DC-link capacitors 
at the high-voltage side can be eliminated, which avoids the 
complicated capacitor voltage balancing control. Moreover, 
compared with the conventional high-frequency link matrix 
inverter, bidirectional switches at the HV side and bidirectional 
switches commutation control strategy are avoided because of 
the positive sub-modules port voltages based on the hybrid AC 
and DC voltage conversion.

The rest of this paper is organized as followings. In Section II, 
topologies of the two-type converters are described. Operation 
principles of I-M2C and I-MC2 are described in Section III. 
Experimental results are given in Section IV, the results verify 
the feasibility of the two novel converter topologies.

II. Concept of Single-Stage Isolated Modular 
Multilevel Cascaded Converter (I-M2C2)

Considering that the circuit topologies of the conventional 
MMC and CHB based SST are derived from the chopper and 
full-bridge cells, the sub-module configurations of I-M2C and 
I-MC2 are proposed in Fig. 2. Fig. 2(a) shows the isolated 
chopper cells (I-CC) which form the isolated modular multilevel 
converter (I-M2C); and the isolated modular cascaded converter 
(I-MC2) is shown in Fig. 2(b), which is comprised of isolated 
bridge cells (I-BC). Moreover, the I-BC can be regarded as two 
I-CCs connecting in parallel at the front-stage and in reverse at 
the back-stage. Thanks to the high-frequency-link concept of 
direct single-stage power conversion, port voltage of ab (ac/bc) 
is clamped to the LVDC voltage and impulses are transferred 
to the common LVDC side. Thus DC-link capacitors at the HV 
side can be eliminated in the proposed structures.

According to the two modular cells mentioned above, two 
types of single-stage isolated modular multilevel cascaded 

Fig. 2.  Deducing of I-M2C2 sub-module cell. (a) Isolated chopper cell (I-CC) 
deduced from traditional chopper circuit. (b) Isolated bridge cell (I-BC) deduced 
from traditional bridge circuit.

converter topologies can be constructed respectively, as shown 
in Fig. 3. The I-CC modules constitute the isolated modular 
multilevel converter (I-M2C) in the form of MMC while the iso-
lated modular cascaded converter (I-MC2) is structured by the 
I-BC modules in the form of input-series output-parallel (ISOP).

Compared to the MMC and CHB structures, the proposed 
two-type structures have no need for the intermediary DC-link 
capacitors at the high-voltage side and the power pulsations are 
buffered by the common capacitors at the LVDC side. Thus a 
double-line frequency power decoupling circuit can be applied 
to the primary side to reduce the capacitors effectively [20]. For 
a three-phase system based on the I-M2C2 structure, volume of 
the LVDC capacitors can be very small because of the balance 

Fig. 3.  Topology configuration of I-M2C2. (a) Isolated modular multilevel 
converter (I-M2C) based on isolated chopper cell (I-CC). (b) Isolated modular 
cascaded converter (I-MC2) based on isolated bridge cell (I-BC).
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of the three-phase instantaneous power fluctuation. Therefore, 
the reduced capacitance of DC-link capacitors [21] at the HV 
side can be calculated by

(1)

where Pdc is the average value of the input power from the DC 
side, ω is the angular frequency, Vdc is the DC bus voltage, and 
ΔVdc is the allowed peak-to-peak voltage variation.

A.  Isolated Modular Multilevel Converter (I-M2C)

An I-M2C leg consisting of n I-CCs based on the ISOP 
connection in upper and lower arms, has three basic voltage 
ports: HVDC VdcH, HVAC vac, and LVDC VdcL, as shown in 
Fig. 3(a). Compared to the sub cell in MMC, the sub structure 
in I-M2C is high-frequency isolated, which consists of dual 
active H-bridges, high-frequency link (HFL) transformer and 
capacitors at the low-voltage side. Regardless of the direction 
of current iacu/l, terminal voltage vui or vli of each cell can be 
switched to either 0 V or VdcL/k (k is the HFL transformer 
turn(conversion) ratio) to reflect the desired average value. Thus 
the total terminal performance at the high-voltage side in I-M2C 
is almost the same as that in the conventional MMC. Regardless 
of the voltage drop of the leakage and arm inductors, (2) shows 
the relationship between VdcL, vui or vli of each cell and the total 
terminal voltage vsu or vsl of each arm.

(2)

where dui and dli (i = 1, …, n) are the equivalent modulation 
ratios of each module, kui and kli (i = 1, …, n) are the transformer 
ratios of each module; generally speaking, it can be assumed 
that du = dui, dl = dli, k = kui = kli (i = 1, …, n).

Then the HVDC VdcH and HVAC Vac can be given as in (3).

(3)

To get pure HVDC VdcH and HVAC Vac, du and dl should 
satisfy the following conditions:

(4)

where the DC modulation index D can be set at 0.5 which is the same 
as MMC, and the maximum amplitude of AC modulation index 
da is 0.5 to ensure the total value of du, l which should be between 
0 and 1, so that da could satisfy the sub-module (SM) operating 

v v

v vv

conditions.
Based on (4), we can get:

(5)

where 0 ≤ dam ≤ 0.5 and Fig. 2 shows the representative HVDC 
(vdcH) and HVAC (vacH) output voltage waveforms with arm 
voltages vu and vl.

The high frequency transformers have to withstand a full 
HV dc voltage as the conventional MMC structure. Thus, 
application scenarios of the proposed structure are similar to 
the conventional MMC structure, especially for the Medium 
Voltage Grids. Meanwhile, because all cells’ secondary side 
voltages are based on the same VdcL, present manufacturing 
process can ensure that voltage errors of the cells in the same 
arm are in a reasonable range, which is in no need for the cell 
voltage balancing control. Although voltage errors between the 
two arms can cause the arm voltage imbalance which may lead 
to circulation current between iacu and iacl, balance of the arm 
voltage can be realized by an additional auxiliary control, which 
is simpler than the conventional MMC structure. Above all, this 
new type of I-M2C has the basic triple ports of HVAC, HVDC 
and LVDC. It is especially suitable for the hybrid DC and AC 
application in power generation and transmission, such as solid-
state transformer (SST), energy router.

B.  Isolated Modular Cascaded Converter (I-MC2)

The single-phase cluster of I-MC2 consists of n I-BCs based 
on the ISOP connection. The terminal voltage vi of I-BC can be 
regarded as the sum of two sub-module’s port voltages vui (vli). 
Regardless of the polarity of current iac, terminal voltage vui (vli) 
of the upper (lower) sub-module can be switched to either 0 V 
or VdcL/k (-VdcL/k) to have the desired average value.

Regardless of the voltage drop of the leakage inductors, 
(6) shows the relationship between VdcL, vui or vli of each sub-
module.

(6)

And the HVAC VacH can be given as in (7)

(7)

where vi denotes the voltage of the terminal (ab) in Fig. 2(b).  
Modulation index du, l and transformer ratio k are exactly the 

V v v v

a

v

(          )
(          )

v v

v v

v
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same as mentioned above in I-M2C.
In theory, because of the inconsistency of the sub-modules' 

characteristic parameters, especially the transformer parameters, 
the DC modulation index D of the upper and lower sub-modules 
can not be eliminated completely, thus leading to the output 
voltage deviation with a certain amount of DC component. 
Nonetheless, modular manufacturing or simple DC-component 
suppression control can avoid this dilemma without increasing 
the complexity of the system. I-MC2 has the characteristic of 
high power density thanks to single-stage power conversion and 
less capacitor volume. Thus the advantages of I-MC2 are more 
prominent in some applications where volumes are restricted, 
e.g., traction equipment and integration of renewable energy 
system.

III. Operation Principles of I-M2C2

A. Isolated Modular Multilevel Converter (I-M2C)

In order to realize the natural commutation and avoid other 
problems in the process of commutation, such as voltage 
distortion, modulation strategy for a single I-CC module of 
I-M2C is given by referring to the existing isolated phase-shifted 
full-bridge (PSFB) modulation strategy and the cycloconverter 
modulation strategy, as shown in Fig. 4.

As shown in Fig. 4, driven signals of the primary side in an 
I-CC are based on the equivalent hybrid modulation variable 
du and dl in (4), compared to the carrier uc. The switching 
frequency fs is half of the sawtooth carrier frequency fc. And in 
the upper arm of the secondary side, driven signals of S4i are 
the same as driven signals of S1i; driven signals of S2i and S3i 

are symmetric with the signals of S1i (i = a, b). Driven signals 
of the lower arm are the same as the corresponding signals of 
the upper arm. The driven signals are designed to maintain the 
“on” state at the entire odd or even carrier cycles, to ensure the 
switching process of the secondary side, IGBTs always happen 
when the primary side IGBTs work on the circulation process. 
To avoid the voltage spike occurrence during HV side H-bridge 
inverter commutation, “commutation overlap” is also employed 
to enable natural commutation between unidirectional switches.

d

dl
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t
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t
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Fig. 4.  Driven signal modulation strategy for I-CC.

Because the sub-module (SM) terminal voltages vui or vli 

(i = 1, …, n) are always positive, based on the arm current iacu 
or iacl direction as shown in Fig. 3(a), there are two operation 
modes for the SMs: 1) buck mode: instantaneous power flow 
from the common LVDC side to the high-voltage side, and 2) 
boost mode: instantaneous power flow from the high-voltage 
side to the common LVDC side, which are the same as the 
conventional bidirectional phase-shift full-bridge (PSFB) 
PWM DC-DC converter except that the duty ratio is varying. 
When the proposed structure works in buck mode, all the active 
switches at the primary side are Zero Voltage Switching (ZVS), 
as the conventional PSFB converter. To simplify the analysis 
of boost mode, this paper assumes that body capacitance of the 
switches are negligible and the current commutation process is 
so little that it can be viewed as instantaneous fulfilled.

The theoretical waveforms and commutation step diagrams 
of the 2-module I-M2C with phase-shift control during a swi-
tching cycle are shown in Figs. 5 and 6, where Q1a, 1b – Q4a, 4b 
and S1a, 1b – S4a, 4b are the driven signals of the corresponding 
switches Su1a, u1b – Su4a, u4b in Fig. 6; v1a and v1b are the primary 
pulse-width voltages of the HFT1 and HFT2; vu1 and vu2 are the 
output voltages of the SMu1 and SMu2; i1a and i1b are the primary 
currents of the HFT1 and HFT2; i2a and i2b are the secondary currents 
of the HFT1 and HFT2; iacu is the inductor current of the upper arm.

One complete switching cycle of SMu1 and SMu2 can be 
divided into twelve steps in this operation mode. The former six 
steps are explained in details as follows.

Mode 0: [before t0, Fig. 6(a)] At the secondary side, S1a, S4a, 
S1b and S4b are conducting, i2a = i2b = iacu. At the primary side, 
Q1a, Q4a, Q1b and Q4b are all ON, i1a, 2b only flows through the 
antiparallel diodes of Q1a, 1b and Q4a, 4b. Power is transferred from 
the stored energy of the inductor and source at the HV side 
to the common DC side. The absolute value |iacu| of the arm-
inductor current decreases over time.

Mode 1: [t0-t1, Fig. 6(b)] At t0, Q1b is turned off, and Q3b is 
turned on. Current i1 is commutated from the antiparallel diode 
of Q1b to Q3b. Q1b can have ZCS. Operation stage of the SMu2 
has not changed.

Mode 2: [t1-t2, Fig. 6(c)] At t1, S1b and S4b are turned off, S2b 

Fig. 5.  Theoretical waveforms of the upper arm in I-M2C.
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and S3b are turned on. In practice, an overlap of dead band must 
be guaranteed for the current i2 commutation from S1 and S4 to 
S2 and S3 at the secondary side. Current i1b is commutated from 
the antiparallel diode of Q4b and Q3b to the antiparallel diode of 
Q3b and Q4b. After the current i2 commutation, |iacu| continues 
increasing.

Mode 3: [t2-t3, Fig. 6(d)] At t2, Q1a is turned off, and Q3a is 
turned on. Current i1a is commutated from the antiparallel diode 
of Q1a to Q3a. Q1a can have ZCS. Operation stage of the SMu1 
has not changed.

Mode 4: [t3-t4, Fig. 6(e)] At t3, Q4b is turned off, and Q2b is 
turned on. Current i1b is commutated from Q4b to the antiparallel 
diode of Q2b. Operation stage of the SMu2 has not changed.

Mode 5: [t4-t5, Fig. 6(f)] At t4, S1a and S4a are turned off, 
S2a and S3a are turned on. Current i1a is commutated from the 
antiparallel diode of Q4a and Q3a to the antiparallel diode of Q3a 

Fig. 6.  Operation modes of the upper arm in I-M2C.

and Q4a. Operation stage of the SMu1 has not changed.
Mode 6: [t5-t6, Fig. 6(g)] At t5, Q4a is turned off, and Q2a is 

turned on. Current i1a is commutated from Q4a to the antiparallel 
diode of Q2a. Step 6 is symmetrical with Step 0. The latter six 
steps begin, and the working condition is symmetric with the 
former steps. It is unnecessary to go into details here.

B.  Isolated Modular Cascaded Converter (I-MC2)

The driven signal modulation strategy of I-BC is similar 
to that of I-CC. And the modulation strategy of a single I-BC 
module is given as shown in Fig. 7. The switching driven 
signals of I-MC2 are based on the equivalent hybrid modulation 
variable duip, duin, dlip, dlin in (8) compared to the same carrier uc. 
The equivalent modulation ratio dui and dli are the same as that 
mentioned above and should satisfy the condition as well.
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Fig. 7.  Driven signal modulation strategy for I-BC.
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(8)

For the multilevel cascaded structure, the phase-shift swi-
tching scheme can increase the equivalent switching frequency, 
leading to significantly less output voltage ripple. Therefore 
the carrier of n multi-module cascaded I-MC2 can be shifted by 
Tc/2n to generate multilevel voltage. For example, Fig. 8 shows 
the modulation strategy for the 2-module I-MC2 with 90° phase-
shift control. And the carrier phase-shift switching scheme is 
also applied in the multi-module I-M2C system.

The operation mode of I-BC on the condition of iac > 0 can 
be divided into fourteen steps. However, since the operation 
principle of I-BC is analogous to that of I-CC, the working 
mode of I-BC resembles that of I-CC as well. Therefore it is re-
dundant to discuss the operation mode of I-BC in particular here.

IV. Experimental Results of Single-Phase I-M2C2

A scaled-down laboratory single-phase system is constructed 
to verify the proposed I-M2C2 topologies as shown in Fig. 9. The 
LVDC common side is supported by the DC voltage source, the 
HVDC side is connected to the resistors, and the HVAC side is 
connected to the inductive and resistive load.

To construct the HVAC current loop, a split capacitor at the 
HVDC side is adopted in I-M2C. Since some experimental 
parameters of the I-M2C and I-MC2 are the same, parameters of 
the experimental system are shown together in Table I.

A. Experiment results of I-M2C

Firstly, Figs. 10, 11, 12, and 13 show the experimental steady-
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ppp
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Fig. 8.  Modulation strategy for 2-module I-MC2 with 90° phase-shift.
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 CdcL 

High frequency 
transformer

DSP

Cluster 2

Driver Cluster 1

(a) (b)  

Fig. 9.  A scaled-down laboratory single-phase system. (a) I-CC module. (b) 
Single-phase system.

state waveforms when DC load Rdc = 160 Ω and AC load 
Zac = 160 + j48.4 Ω. Fig. 10 (a) shows the primary side voltage 
v1a, primary side current i1a, secondary current i2a and output 
voltage vu1 experimental waveforms of the SMu1. Fig. 10(b) 
shows the detailed waveforms in Fig. 10(a). It can be known 
that the frequency of SM output voltage is 2 times of the 
primary voltage.

Fig. 11(a) shows the output voltage of SMu1 and SMu2 and 
the voltage and current of the upper arm. Fig. 11(b) shows 
the detailed waveforms in Fig. 11(a). It shows that the output 
voltage frequency of the whole upper arm is twice of that of the 
single SM by the PS modulation strategy.

Fig. 12(a) and (b) show the overall and detailed experimental 
waveforms of the upper arm and lower arm. And the voltage and 
current waveforms show that the operation state of the proposed 
converter can be changed freely between buck mode and 
boost mode.  Additionally, it can be seen that the transformer 
frequency fT is the same as fs and the equivalent inductor current 

TABLE I
Circuit Parameters of Single-Phase I-M2C2

v1a (50 V/div)

vu1 (50 V/div)

i2a  (5 A/div)

i1a  (5 A/div)

5 ms/div 50 μs/div

v1a  (50 V/div)

vu1 (50 V/div)

i2a (5 A/div)

i1a (5 A/div)

fT

(a)               (b)  

Fig. 10.  SMu1 experimental waveforms. (a) Overall waveforms. (b) Detailed 
waveforms.
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ripple frequency fL is same as the sawtooth carrier frequency fc.
Fig. 13(a) shows the output voltage and current of the HVDC 

side and Fig. 13(b) shows the output waveforms of the HVAC 
side.  At this time, the LVDC side voltage and current are 200 V and 
6.88A. It shows that the proposed converter has high-quality 
output voltage, current and power.

Secondly, Fig. 14 shows the experimental transition 
waveforms under different DC load step conditions when the 
HVDC side load is changed from ∞ Ω to 160 Ω, keeping the 
HVAC load Zac = 160 + j48.4 Ω. Fig. 14(a) and (b) show the 
output voltage and current waveforms when the HVDC load is 
changed. From Fig. 14, it can be validated that power can flow 
across the LVDC side, HVDC side and HVAC side, freely.

Fig. 11.  Upper arm experimental waveforms. (a) Overall waveforms. 
(b) Detailed waveforms.

vu1  (100 V/div)

iacu  (5 A/div)

vu2  (100 V/div)

idcH (2 A/div)
5 ms/div

vu1  (100 V/div)

vu2  (100 V/div)
)

100 µs/div

vu2  (100 V/div)

idcH (2 A/div)

iacu  (5 A/div)

(a)                                                      (b)  

Fig. 12.  Output voltage and current of upper and lower arm. (a) Overall 
waveforms. (b) Detailed waveforms.
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iacH  (2 A/div)
20 ms/div

VacH  (100 V/div)

20 ms/div
(a)                (b)   

Fig. 13.  Output voltage and current of I-MMC. (a) HVDC side waveforms. 
(b) HVAC side waveforms.
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idcH (1 A/div)

VacH  (100 V/div)

iacH  (2 A/div)

(a)                                                     (b)  

Fig. 14.  Output voltage and current waveforms. (a) Overall waveforms. 
(b) Detailed waveforms.
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(a)                                                        (b)  

Fig. 15.  HVAC side output voltage and current waveforms. (a) Pure active load. 
(b)  Active plus reactive load.

fac = 2fv1
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iacH (2 A/div) 
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V2 (200 V/div) 

20 ms/div 20 μs/div

(a)               (b)  

Fig. 16.  Output voltage and current of HVAC and individual modules. 
(a) Overall waveforms. (b) Detailed waveforms.
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obtain ZVS 

20 ms/div 20 μs/div
(a)                                                     (b)  

Fig. 17.  Voltage and current at the secondary side of HFTs in an I-BC. 
(a) Overall waveforms. (b) Detailed waveforms.

B. Experiment results of I-MC2

Figs. 15, 16 and 17 show the steady-state experimental 
waveforms when the AC duty cycle dam = 0.8 and the delivered 
active-power conversion is about 1kW. Fig. 15(a) gives the 
HVAC side output voltage Vac and current iac waveforms at 
Rac = 160 Ω while Fig. 15(b) is at Zac = 160 + j145.2 Ω.

Fig. 16(a) and (b) shows the HVAC side output terminal 
voltage (Vi) of the two individual cascaded modules and the 
total output voltage (VacH) and current (iacH) waveforms. Fig. 17(a) 
and (b) show the secondary side voltage and current (Vu2, Vl2, 
iu2, il2) waveforms of the high-frequency transformers in a 
single module. Notice that the upper sub-module and the lower 
sub-module are working in different modes and current iu2 in 
the upper sub-module changes to decline when Vu2 = 0, so the 
switches that make iu2 change can obtain ZVS.

As shown in Fig. 18(a), when the HVAC side load steps 
down from 160 Ω to 54 Ω, the output current (iacH, iac) achieves 
a new steady state while the output voltage (VacH, Vac) is unaffected 
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VacH (200 V/div) 

iacH (2 A/div) 

iac (2 A/div) 

Vac (100 V/div) 

VacH (200 V/div) 

iacH (2 A/div) 

iac (1 A/div) 

20 ms/div 20 ms/div

(a)                                                      (b)  

Fig. 18.  Output voltage and current waveforms. (a) Load step down. 
(b) Changing AC duty cycle.
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fL = fc
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iacu  (2 A/div)

(a)               (b)  
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during the load transients. Fig. 18(b) shows the experimental 
waveforms when the AC duty cycle dam is changed from 0.2 to 
0.8, the output voltage and current (VacH, Vac, iacH, iac) achieve a 
new steady state immediately as well.

All the above experimental results have demonstrated 
the feasibility and availability of the proposed two types of 
topologies. In the end, I-M2C2 can have a potentially important  
value for the hybrid DC and AC application in future power 
generation and transmission.

V. Conclusion

This paper has introduced the topologies of two categories 
of isolated modular multilevel cascaded converter (I-M2C2) 
and the relevant characteristics. Based on the high-frequency- 
link concept, the numerous individual DC-link capacitors at 
the high-voltage side are eliminated to increase power density 
and simplify control system. Thanks to the invariably positive 
voltage of the sub-modules’ (SMs’) port, there is no need for 
the bidirectional switches for active bridges, thus improving the 
system performance. A scaled-down laboratory single-phase 
system has verified the feasibility and availability of the new 
two types of I-M2C2 topologies.
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A Network-Based Approach for Modeling Resonant 
Capacitive Wireless Power Transfer Systems

Eli Abramov,  Ilya Zeltser, and Mor Mordechai Peretz

Abstract—In this paper, a network-based approach to model 
capacitive wireless power transfer systems is introduced. The 
modeling methodology provides insights into the electrical cross-
coupling relationships between input and output parameters of 
the capacitive power transfer (CPT) systems, including the effect 
of distance and alignment of the coupling plates. It is revealed that, 
regardless of the circuit complexity or matching network order, 
the model core can be reduced to a basic gyrator relationship 
with added coefficients when required, thus obtaining a compact, 
closed-form relationship between the input and output terminals. 
The model has been validated through rigorous simulations and 
experiments; all found to be in excellent agreement with the 
theoretical predictions under changes of the air-gap, and medium 
capacitance. To this end, an experimental CPT prototype that 
operates in the MHz range has been designed and implemented 
while the transmitter and receiver have been realized by four 
170 mm × 170 mm copper plates. In addition, to provide better 
insight into the capacitive interface under different structures 
and distances and alignments, the capacitive coupler has been 
methodically examined through Finite Elements Analysis (FEA) 
tools Maxwell (Ansys). The results of the FEA have been utilized in 
the simulation platform to enhance the accuracy of the simulations, 
accounting for the variable capacitance under variations.

Index Terms—Behavioral modeling, capacitive power transfer, 
capacitive coupling, gyrator, matching networks, two-port network.  

I. Introduction

OVER the last few years, capacitive power transfer (CPT) is 
a rapidly growing technology in the field of wireless power 

transfer (WPT) [1]-[7]. One of the more attractive advantages 
of capacitive-based WPT is the avoidance of undesired Eddy 
currents and electromagnetic interfaces (EMI) that comes with 
magnetic based WPT methods [8]-[10]. In addition to effi-
ciency improvements, CPT systems are potentially with lower 
volume and construction complexity [1]-[7]. However, the 
power transfer capability and efficiency still depend on the 
distance and alignment between the transmitting and receiving 
sides, which is an inherent feature of near-field WPT systems 
[11], [12].
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Several explorations and remedies for extended range power 
transfer are covered in the literature [13]-[16], for general and 
capacitive power transfer. An important step in the development 
of both uniform and specific solutions for extended range WPT 
systems is a generalized description of the energy transfer 
mechanism. This requires description of the transfer medium, 
circuit behavior and their interaction. In particular, in case that 
active compensation is added, a description of the system’s 
dynamic response is essential. On the topic of the magnetic 
field based WPT, there can be found several through circuit 
and system analyses, however, a generic behavioral model and 
modeling methodology for CPT has not been addressed to-date.

A simplified block diagram of a descriptive CPT system is 
shown in Fig. 1. In a similar way to magnetic field approaches, 
reactive networks on both the primary and secondary sides 
are used for impedance matching between the source and 
load characteristics [14]-[16]. To achieve degrees of freedom 
in terms of design, performance and overall input-output 
relationships in any WPT system, high-order matching net-
works are used [3], [16], [17]. Analysis of such high-order 
networks can be quite complex and tedious. As a result, 
the intricate interaction between the system parameters and 
characteristics may be overlooked or even missed. Several 
approaches have been employed to decipher the operation of 
high-order resonant structures such as analytical multivariable 
matrices manipulations, geometrical representations [18], [19], 
and averaging [20], [21]. Circuit derivation of CPT by super-
positioning theorem [3], [5], [7], [22], provides clear closed-
form expressions to the power delivery and other important 
relationships. However, since some approximations are involved, 
accurate overall description not always obtained, in particular 
for a description of the dynamic characteristics. Numerical 
simulations are also a strong tool to evaluate and characterize 
different resonant circuits, this approach, however, losses 
generality and may be time-consuming for cases that a time 
domain cycle-by-cycle simulation is carried out [23]-[25]. It 
would be extremely beneficial if a simple and unified generic 

Capacitive Coupler

Primary 
Matching Network

Secondary 
Matching Network

Receiver Transmitter 

AC - DC 
Rectifier Lo

adVout
P3

P4

DC -  AC 
Inverter

Vin P1

P2

Fig. 1.  Simplified diagram of capacitive WPT system.
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averaging behavioral modeling methodology for capacitive-
based WPT systems is utilized.

The objective of this study is therefore to introduce a 
network-based approach to describe the behavior of capacitive 
WPT system, under variations of the source and the load 
circuits, coupling interface and matching networks. The 
modeling methodology results in a unified model for CPT that 
provides an insight to the cross-coupling relationship between 
the input and output parameters and enables to account for 
changes in distance and alignment of the coupling plates.

The rest of the paper is organized as follows: Following a 
brief survey of WPT matching structures, Section II details two-
port network-based analysis. Section III delineates a case study 
of a network-based approach to analyze a CPT system. Model 
validation through various simulations including continuous 
capacitive medium variations is provided in Section IV. 
Experimental results of a capacitive WPT prototype are 
delineated in Section V. Section VI concludes the paper.

II. Review of Two-Port Representation of Matching 
Networks

A. Matching Network Configurations

Fig. 2 shows several popular matching networks that are 
mostly used in capacitive WPT systems [1]-[7]. A well-known 
and simple option is depicted in Fig. 2(a) in which a series 
inductance is connected to the coupling capacitance of the 
wireless medium forming a resonator [2]. By this, operation 
in the vicinity of the resonant frequency results in efficient 
power transfer to the load. However, a significant drawback 
of this configuration is that any change either in the capacitive 
medium or the load parameters, even the slightest, results in 
different operating point and a significant deterioration of the 
system ability to transfer power. This is somewhat alleviated 
by the configuration in Fig. 2(b), in which both the primary and 
secondary sides of the coupling element include series-parallel 
resonators (Double-Sided LC). Here, the operating frequency 
is near the matching network’s resonance, and therefore the 
system is less sensitive variations in the coupling capacitance 
(due to distance or misalignment variations). At the cost of 
slightly higher component count, the power transfer capabilities 
are higher than series compensation, but still depends on 
the coupling for efficiency and delivered power [5], [7].The 
structure in Fig. 2(c) is a combination of the LC matching 
network with an additional series inductor on both sides of the 
system (Double-Sided LCL). By proper design of the inductors 
(LP, LP1, LS, LS1), this setup allows several degrees of freedom to 
adjust the power transfer of the system. However, as in the case 
of LC matching network, the power transfer capabilities of LCL 
structure is inversely proportional to the coupling capacitance 
[2], [4]. A more complex matching network is shown in 
Fig. 2(d). It consists of a larger number of reactive elements on 
both primary and secondary (Double-Sided LCLC). There, the 
coupling capacitance in this case does not directly influence the 
resonance of the matching networks, it is, however, still limits 

the amount of power transfer of the system, i.e., the lower the 
coupling capacitance is, proportionally lower the maximum 
power the system is able to transfer [3].

B. Equivalent Representations of Matching Networks

Matching L-type structures such as a series inductor combined 
with a parallel capacitor (series-parallel LC, primary in Fig. 2(b)) 
and a parallel capacitor combined with a series inductor (parallel-
series LC, secondary in Fig. 2(b)) can be described by a two-port 
network with gyrator characteristics [26]. A gyrator is a passive, 
lossless, linear two-port transformation network in which 
the output and input currents depend on the input and output 
voltages, respectively, with respect to its trans-conductance gain 
G. In circuit theory, gyrators are often used to reflect inductance 
using capacitance, impedance into admittance, and vice versa 
[27]-[30]. The input-output relationship of an ideal gyrator as a 
two-port network can be expressed as

(1)

In the context of the above discussion, voltage and current 
relationships of a series-parallel LC matching structure (Fig. 3(a)) 
can be derived as follows

Primary Network Secondary Network
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Fig. 2.  Matching networks for capacitive WPT systems: (a) series L, (b) double-
sided LC, (c) double-sided LCL, (d) double-sided LCLC.
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(2)

Assuming operation at the resonant frequency, the currents IP1 
and IP2 are given by

(3)

where ω0 is the resonant angular frequency.
Employing few configurational modifications to the L-type 

network of Fig. 3(a), an equivalent representation can be 
obtained. As can be seen in Fig. 3(b), by addition of a series 
resonator (whereas LP

* = LP and CP
* = CP) the network is 

transformed into a T-type one (LP-CP-LP
*) with an output series 

capacitance CP
*. The resultant voltage and current relationships 

have two-port gyrator characteristics as follows

(4)

and in a matrix representation, (4) can be written as

(5)

where the trans-conductance gain is G = -jω0CP. It should be 
noted that assuming operation in resonance, the addition of the 
series branch is an effectively short circuit and does not change 
the behavior of the circuit.
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Fig. 3.  Equivalent representations of series-parallel LC matching network. (a) 
L-type series-parallel resonant LC circuit. (b) Series resonator connected to 
the L-type circuit for T-type network arrangement. (c) Modified T-type series-
parallel LC resonant circuit. (d) Two-port network with gyrator characteristics.
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Following the above observations, the series output capa-
citance CP

* can be reflected to an input parallel inductance LP
*, 

as shown in Fig. 3(c). Finally, the original L-type network can 
be represented as a gyrator element (Fig. 3(d)) with parallel 
input inductance Lp.

In analogy to the above practice for the series-parallel LC 
matching network, the parallel-series LC structure in Fig. 4(a) 
can also be defined by gyration ratio. This is facilitated by 
addition of a parallel resonator (whereas LP

* = LP and CP
* = 

CP) as shown in Fig. 4(b). Similarly, to the case of the series 
branch, the parallel resonator is an effectively open circuit 
when operating at resonance and does not change the original 
characteristics of the circuit. The L-network is transformed 
into a π-type one (CS-LS-CS

*) with parallel output inductor LS
*. 

The parallel-series LC structure can be described as a gyrator 
element with parallel output inductor LS as shown in Fig. 4(c).

III. Modeling and Analysis of Capacitive Wireless 
Power Transfer System

Following the derivations made in Section II, a capacitively-
coupled power transfer system with double-sided LC matching 
networks is analyzed. The schematic diagram of the full system 
is shown in Fig. 5. This loosely-coupled configuration has 
been selected for the case study demonstration since it can be 
employed in a variety of medium power level CPT applications 
[1], [5], [7]. As can be seen in Fig. 5, the matching networks are 
a series-parallel LC circuit at the primary and a parallel-series 
LC at the secondary. The capacitive medium is modeled by a 
π-network, such that CM is the equivalent mutual capacitance 
and CM1 and CM2 are the self-capacitances of the coupling plates 
[4], [5], [7], [31], [32]. The system is driven by a full-bridge 
inverter on the primary side, and the load is fed via a diode 
rectifier that is connected to the secondary’s network. Due to the 
structural constraints of the coupling plates, as a general practice, 
it is assumed that the coupling capacitance CM is significantly 
lower than the total parallel capacitance. Consequently, the 
driving frequency is near the matching networks’ resonant 
frequency(i.e., f0 = 1/(2π ) = 1/(2π ). Since 
high-Q operation is naturally facilitated because of the high 
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gyrator characteristics.
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output impedance of the primary’s network, the currents as well 
as voltages of the reactive elements are virtually sinusoidal.

For the derivations of the model, the circuit of Fig. 5 is 
simplified by separating the parallel capacitances of the medium 
from the model self-capacitances, as shown in Fig. 6(a). This 
forms a π-network constructed by the mutual capacitance 
CM, which can be analyzed similarly to the CLC π-matching 
network from Section II. This yields a gyrator element to 
represent the coupling behavior, as depicted in Fig. 6(b). In the 
context of the overall system, Fig. 5 is simplified as delineated 
in Fig. 6(c) (where CP >>CM1 and CS >>CM2). Assigning the 
network dualities that have been established earlier, the entire 
system is represented by three gyrators connected in series, as 
shown in Fig. 6(d). This is further reduced to a single gyrator, 

Fig. 5.  Schematic diagram of a double-sided LC capacitive WPT system.
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as illustrated in Fig. 6(e), with total trans-conductance gain that 
can be expressed as

(6)

The simplified circuit of the double-sided LC capacitive WTP 
system in Fig. 6(e) can now be analyzed as a two-port network 
with gyrator characteristics, such that the current-voltage 
relationships are expressed as follows:

(7)

where IP, VP, IS, VS are phasors. Assuming that the phase shift 
due the diode rectifier is negligible and that the load is a battery 
or capacitive filter with a long time constant, the current IS and 
the voltage VS are in phase. Hence, employing the fundamental 
harmonic approximation [33], the secondary’s square wave 
voltage, VS, can be represented by its fundamental component 
as depicted in Fig. 7. Therefore, the output of the system can be 
analyzed in a straightforward manner as follows

(8)
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substituting (8) into (7)-(b), and after some manipulations yields

(9)

from (9), primary-to-secondary voltage ratio can be expressed 
as follows:

(10)

this can be further simplified by defining the secondary’s quality 
factor, QS, as

(11)

By substituting (11) into (7) and rearranging the equations, 
the current IP can be rewritten as

(12)

where kC is the capacitive coupling coefficient and is defined as 
kC = (CM / P S ).

Following the same procedure, the current Is can be also 
rewritten as

(13)

typically, the coupling coefficient kC is relatively small (kC << 1), 
and assuming QS >> 1 the system’s current-voltage relationships 
can be simplified to generic expression as follows:

(14)

it can be well noticed that the double-sided LC CPT system 
has the characteristics of a pure gyrator, which is in perfect 
agreement with the analysis given in [1].		

The implication of this analysis is that the double-sided LC 
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capacitive WPT system can be modeled as a voltage dependent 
current source, Iout, which represents the rectified current of Is as 
illustrated in Fig. 8. Following the above analysis, the average 
value of the output current Iout, AVG is found as a function of the  
trans-conductance gain and the input voltage Vin as follows:	
						    

(15)

thus, the average output power Pout,AVG can be expressed as

(16)

From (15), it can be observed that for the double-sided LC 
CPT system the output current (as well as the output power) is 
inversely proportional to the mutual coupling capacitance CM.

IV. Model Validation

A.  Simulation Results	

To verify the behavioral model, a simulation test-bench for 
the analyzed capacitive WPT system has been constructed 
in PSIM (PowerSim, Inc.). The input voltage is 30 V and the 
medium mutual capacitance CM = 4.5 pF, at resonant frequency 
f0 ≈ 1.55 MHz for a load resistance of RLoad = 15 Ω and output 
capacitor CLoad  = 200 µF. First set of simulations has been carried 
out for symmetrical matching parameters: LP = LS = 67 µH, 
CP = CS = 156 pF. The simulation results of the currents and 
voltages of the primary and secondary sides are shown in 
Fig. 9(a) and (b), respectively, whereas the dashed lines show 
the behavioral model predictions. The obtained peak values 
of the currents are in good agreement with the theoretical 
predictions in (14), which further implies that the average 
output current, Iout,AVG, is as expected from (15).

The second set of simulations  has  been carried out  for 
asymmetrical matching parameters: LP = 67 µH, CP = 156 pF for 
the primary side, and LS = 90 µH, CS = 116 pF for the secondary 
side. Fig. 10 depicts simulation waveforms of the currents and 
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Fig. 8.  Behavioral model of the double-sided LC capacitive WPT system for 
the output side.
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voltages of the primary and secondary. As can be seen, the obtained 
results match the model predictions. It can also be noticed that 
the resulting output current is lower than that in the symmetrical 
case shown in Fig. 9. This is due to the lower trans-conductance 
gain in the case with a lower value of CS. Table I summarizes the 
operating conditions and parameters for Figs. 9 and 10.

In addition, the calculated results for the average output 
current of the asymmetrical case are plotted against the results 
obtained from the simulation. These are depicted in Fig. 11, 
where Fig. 11(a)  shows the current as a function of the input 
voltage, and Fig. 11(b) shows the current as a function of the 
coupling capacitances. A very good agreement is obtained 
throughout these simulations. As can be seen in Fig. 11(b), as 
predicted by the model in (15), the output current is inversely 
proportional to the mutual coupling capacitance . Therefore, 
the output power will follow a similar trend.

In order to evaluate and predict the performance of a double-

Fig. 10.  Currents and voltages simulation results for asymmetrical matching 
parameters (dashed lines are the behavioral model predictions): (a) primary, 
(b) secondary.

TABLE I
Simulation Test-Benches Values and Parameters

Parameter  Fig. 9  Fig. 10  

Input voltage Vin  30 V 30 V 
Load resistance  15 Ω  15 Ω  
Output capacitor  200 µF  200 µF  

4.5 pF  4.5 pF  
Inductors L  and L 67 µH  67 µH, 90 µH 
Capacitors  and  156 pF  156 pF, 116 pF
Resonant frequency f0 1.55 MHz  1.55 MHz  
Iout,AVG

P S

SP

 1.4 A  1.1 A  

sided LC system for medium variations (distance/misalignment), 
a simulation test-bench with variable capacitors has been 
constructed as shown in Fig. 12. There, for convenience, the 
capacitive medium is illustrated by variable capacitor symbols. 
The methodology to model a continuous-time, variable induc-
tance as described previously in [34], [35] has been employed 
and adapted to describe varying capacitance in this study 
(detailed implementation of continuous-time, variable, capacitor 
is beyond the scope of this paper and are provided subsequent 
publication).

Simulations have been carried out under nominal operating 
conditions and matching networks that are identical to those 
of the asymmetrical case study, whereas the initial coupling 
capacitance is 5 pF. Fig. 13(a) shows the result of the average 
value of Iout for a 2 pF variation of the mutual capacitance, 
such that the final coupling capacitance is CM = 7 pF. The solid 
red line shows the simulation result, whereas the dashed blue 
markers show the behavioral model outcome. It can be observed 
that the results of the cycle-by-cycle simulation and behavioral 
model are in very good agreement. It can be further noticed that 
when  increases, the output current decreases as expected 
from the theoretical analysis. Fig. 13(b) shows the output 
current for a medium step-down variation of 2 pF, such that 
the final coupling capacitance is  = 3 pF. The output current 
settles on approximately 1.7 A for both the model and cycle-by-
cycle simulation, which suits well the theoretical predictions as 
shown in detail in Fig. 11(b).

B. Capacitive Coupler Design

To facilitate reliable estimation of the capacitive coupler 
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for the experimental measurements, estimation of the plates 
capacitances has been carried out by Maxwell (Ansys) Finite 
Element Analysis (FEA) tool (Fig. 14(a)). Rigorous simulation 
procedure over various air-gaps has been carried out to 
determine the mutual capacitance, , for the symmetrical copper-
based capacitive coupler, whereas each plate is 170 mm × 170 mm. 
The results for the mutual coupling capacitance, , and for 
the coupling coefficient, kC, are shown in Fig. 14(b) and (c), 
respectively. It can be observed that the coupling coefficient is 

Fig. 12.  Schematic simulation test-bench of the WPT system with variable capacitor symbol illustrations for the capacitive medium.
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<<1 over the entire range, while M decreases by nearly four 
times at an air-gap of 70 mm.

It should be noted that typically, FEA are generated by 
defining the geometry of the element and by setting the 
boundary conditions, in the context of the capacitive coupler 
these are four symmetrical copper plates and voltage excitations 
to the plates. The mutual capacitances of the coupling plates 
have been calculated based on the equations in [4], [5] and the 
coupling coefficient, kC, has been calculated by CM / P S .
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Fig. 14.  Maxwell (Ansys software) simulation test-bench for the capacitive 
coupler design.

wire wrapped on an air-core. High-voltage multilayer SMD 
ceramic capacitors have been used in parallel to form the 
desired matching capacitors P and S. The overall operating 
conditions and parameters of the experimental prototype are 
summarized in Table II.

Fig. 16 shows experimental waveforms of the system for an 
air-gap of 30 mm (corresponds to  ≈ 4.5 pF approximately), 
whereas the input voltage Vin = 30 V and the load resistance 
RLoad  ≈ 15 Ω. Fig. 16(a) shows the primary waveforms, as can 
be seen VP toggles between -30 V to 30 V and the peak value of 
the sinusoidal current IP is ~1.22 A. The current at the secondary, 
Is, is shown in Fig. 16(b), taking into consideration that some 
losses are introduced throughout the experiments, the obtained 
peak value (1.8 A) as well as the resulting average value (~1.1 A) 
are in the vicinity of the simulation results shown in Section IV, 
and the system efficiency is 75%. Fig. 17 shows experimental 
waveforms for an air-gap of 60 mm which corresponds to  of 
3 pF approximately, again, the measured output voltage and current 
are well predicted by both the behavioral model and simulations.  

To further verify the strength of the behavioral model, the 
average output current has been measured for various input 
voltages, for a constant air-gap of 30 mm, the results are 
summarized in Fig. 18(a). The experimental measurements 
tightly follow the results obtained by the simulations as well as 
the model predictions. It can be noticed that the output current 

TABLE II
Experimental Prototype Values and Parameters
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Fig. 15.  Experimental setup of a capacitive WPT prototype. 

Parameter  Value/Type  

Input voltage Vin 30 V 
Iout,AVG     up to 1.6 A  
Load resistance RLoad ~15 Ω  
Coupling plates  170 mm × 170 mm 

M / air -gaps     2.5 pF-8 pF / 20 mm-70  mm
Full-bridge transistors  LMG5200, 80 V, 15 mΩ, Dual  
Rectifier diodes   5 A/200 V, VSSC520S -M3  
Inductors LP  and LS  ~67 µH  
Capacitors  P  and S  156 pF, AVX MLLC 5 kV 
Output capacitor  CLoad  200 µF, EEV- FK2A101M  
Resonant frequency f0 ~1.558 MHz  

V. Experimental Verification

Based on the above analysis and simulations an experimental 
double-sided LC capacitive WPT prototype (Fig. 15), has 
been designed and examined. Since the coupling plates have 
been designed symmetrically, the matching networks have 
been also designed to be symmetrical, with LP = LS ≈ 67 µH 
and P = S =156 pF. The gate drive signals of the full-bridge 
inverter were generated with a Cyclone IV FPGA [36] at an 
operating frequency slightly above the resonance f0 ≈1.558 MHz 
guaranteeing soft-switching operation. The full-bridge inverter 
has been implemented with GaN modules operable at several 
MHz [37]. To reduce the limitations due to magnetic and 
skin-effect losses in the MHz range [38], [39], the matching 
inductors Lp and Ls have been constructed with AWG 48 litz 
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Fig. 17.  Experimental waveforms with conditions: Vin = 30 V, RLoad = 15 Ω, coupling capacitance  ≈ 3 pF, (a)Primary side VP: 20 V/div, IP: 5 A/div, (b) Secondary 
side VS: 10 V/div, IS: 2 A/div. Time scale: 200 ns/div.							     
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Fig. 18.  Average output current, Iout,AVG, curves: (a) as a function of the input voltage Vin, for 30 mm air-gap; (b) as a function of the air-gaps (coupling capacitance CM), 
for Vin = 30 V.

Fig. 16. Experimental waveforms with operating conditions: Vin = 30 V, RLoad = 15 Ω, coupling capacitance  ≈ 4.5 pF. (a) Primary side Vp: 20 V/div, IP: 1 A/div, 
(b) Secondary side VS: 10 V/div, IS: 2 A/div, Time scale: 200 ns/div.
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(as well as the output power) increases with the input voltage, 
as predicted from the gyrator current-voltage relationships 
obtained in Section III. Fig. 18(b) depicts the output current 
comparison between the experimental, simulated and behavioral 
model for various air-gaps between 20 mm and 70 mm, thus 
demonstrating variations in distance/misalignment (while Vin = 
30 V). This way, the inversely proportional behavior between 
the capacitive coupling and the output current is well validated 
by the experimental measurements.

VI. Conclusions

A two-port network-based modeling approach for capacitive 
WPT systems has been presented. Based on the modeling 
approach, the behavior of resonant-operating capacitive WPT 
system (or in the vicinity of resonant operation) can be analyzed 
and described for different system variations such as capacitive 
coupling interface, resonant frequency and matching networks 
components. The modeling method provides an insight to the 
effects of the parameters on the system behavior, the cross-
coupling relationships between transmitting and receiving sides, 
and sourcing features based on the operation mode and settings. 
The simplicity and generality of the gyrator model as an energy 
transfer element offers an efficient closed-form alternative to 
complex analytical approaches or tedious numerical simulations. 
An experimental CPT prototype operating in the MHz range has 
been constructed. The prototype has been evaluated for various 
air-gaps up to 70 mm and 45 W output power delivery. The 
experimental case-study confirmed the theoretical predictions of 
the model with an excellent agreement between the analytical 
derivations, simulations, and experimental results. 
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Abstract—In this paper, a new single-stage single-phase isolated 
AC-DC converter derived from a differential boost AC-DC 
converter is proposed. This converter eliminates the need to 
use the bulky electrolytic capacitor from the system and at the 
same time provides DC charging by employing the AC Power 
Decoupling waveform control method, effectively addressing the 
power density and reliability related issues commonly associated 
with the bulky electrolytic capacitor. As half of the switches of 
this converter act as synchronous rectifier during half grid cycle 
they are inherently ZVS Turned On while the remaining switches 
achieve ZVS Turn On as they act as synchronous rectifier during 
other half grid cycle. However, all diodes at the secondary side 
achieve ZCS Turn Off during the entire line cycle. A conventional 
controller is implemented for output voltage regulation and 
PFC control whereas a power decoupling controller is added 
to compensate second harmonic ripple power. Besides, an 
interleaving technique is applied to provide high-frequency links 
for transformers’ connection while at the same time increasing 
the power range and effectively reducing the size of the input 
filter. Finally, the operating principle of the converter is validated 
through simulation, and the experimental results are provided.

Index Terms—Current-fed isolated AC-DC, differential con-
verter, electrolytic capacitor-less, onboard battery charger, power 
decoupling, single-stage system.  

I. Introduction

THE onboard battery chargers (OBCs) are crucial power 
electronic components in plug-in hybrid electric vehicles 

(PHEV) and battery electric vehicles (BEV) as they receive 
power from the grid, convert it to suitable DC voltage, and 
charges vehicle’s battery. Introduction to wideband gap devices 
such as SiC and GaN in the automotive sector has already 
revolutionized the electric vehicles power electronics as these 
devices can operate at high switching frequency with minimal 
switching and conduction losses which have greatly enhanced 
the efficiency and power density requirement of the system 
[1]-[3]. Since OBCs are installed inside vehicles, therefore it is 
mandatory to develop a charger that should be compact, highly 
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efficient and reliable. According to DOE technical targets 2022, 
OBC should have an efficiency above 94% and a power density 
higher than 0.943 kW/L [4]. Much research is going on in 
developing new topologies that are reliable and can address the 
issues of the existing topologies cost-effectively.

A conventional approach for EV OBC is a two-stage structure 
which consists of a front end AC-DC boost PFC converter 
followed by an isolated DC-DC converter for output regulation 
[5]. The main advantage of this OBC is its simple structure 
and control implementation whereas the downside of this is its 
low efficiency because of its hard switched front end AC-DC 
converter and due to the existence of diode bridge at grid side it 
experiences high conduction loss. Besides, a large electrolytic 
capacitor is used as the DC link capacitor to smooth out the DC 
voltage which reduces the power density and lifetime of the 
converter.

Another variation of this topology is to use interleaved 
boost PFC as an AC-DC converter and full-bridge phase 
shift converter as a DC-DC converter [6]. The significant 
improvement is the reduction of switch current rating as the 
current is divided into half due to interleaving.

It must be noted that in the two-stage topologies explained 
above, the conduction loss due to slow diode bridge is very 
significant. To minimize this loss, a bridgeless AC-DC converter 
is employed as a front end PFC stage followed by DC-DC full-
bridge converter [7]. This converter significantly minimizes the 
conduction losses associated with the diode bridge. However, 
this bridgeless AC-DC converter is hard switched in nature 
which limits the increase in switching frequency. Moreover, the 
capacitance requirement for DC link capacitor is usually high 
as 2nd harmonic ripple associated with the single-phase system 
needs to be absorbed to get smooth DC current. So, a bulky 
electrolytic capacitor is a must which affects the lifetime and 
power density of the converter.

A reasonable method is also proposed in [7] which solves 
this constraint of using electrolytic capacitor by replacing it 
with a film capacitor and allowing 2nd harmonic voltage swing 
in the DC link capacitor voltage. However, due to this voltage 
swing, the voltage rating of the switches is increased. Moreover, 
switching loss associated with AC-DC bridgeless converter still 
poses restriction in using high frequency and affects efficiency.

Currently, single-stage EV chargers are quite attractive and hot 
topic for the research. The advantages of single-stage topologies 
are low components count, high efficiency and compactness.

One single-stage topology is proposed in [8]. It is a three 
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level isolated AC-DC converter. In this topology, a bulky 
electrolytic capacitor is employed as a DC link capacitor 
which compromises the volume of the circuit. Moreover, the 
low-frequency component exists in the transformer winding 
voltage that increases the size of the transformer. This issue is 
resolved in [9] in which electrolytic capacitor is replaced by 
film capacitor; however, it still experiences high conduction loss 
due to slow diode bridge and also it charges the battery with the 
sinusoidal current which has a detrimental effect of battery’s 
lifetime due to the heating issue.

Two similar but bridgeless and electrolytic capacitor-less topol-
ogies are proposed in [10], [11]. These topologies address most 
of the issues related to single-stage topologies such as a low-
frequency component in transformer voltage, high conduction 
loss in diode bridge and unreliability due to the short life span of 
electrolytic capacitors. However, the topology in [11] is superior 
to [10] concerning its simple structure, bi-directional ability and 
wide range soft switching capability. The disadvantage with 
these topologies is the undesirable 2nd harmonic ripple in the 
battery current which heats the battery and eventually affects its 
lifetime.

To resolve 2nd harmonic ripple problem associated with 
single-phase systems many power decoupling techniques have 
been reviewed and reported in [12], [13]. These techniques have 
been classified into 2 major categories: 1) independent power 
decoupling, 2) dependent power decoupling.

In independent power decoupling, the power decoupling 
cells operate independently from the main converter. Therefore, 
it requires additional switches to carry out power decoupling 
which results in increased gate driver losses and circuit 
complexity. Few well-known topologies for independent power 
decoupling are proposed in [14]-[18].

On the other hand, the dependent power decoupling method 
is a convenient way for 2nd harmonic ripple mitigation, as 
basic decoupling cell shares power semiconductor devices 
with the original converter partially or even fully. Some of the 
power decoupling methods in which semiconductor devices 
are partially shared between power decoupling cell and original 
converter are proposed in [19]-[21]. Decoupling methods 
which fully shares the switches with the main converter are also 
categorised as AC power decoupling methods. In AC power 
decoupling method, 2nd ripple power is diverted from the DC 
link and is stored in decoupling capacitors [23]-[25].

One of the suitable AC power decoupling control methods is 
proposed for the non-isolated AC-DC converter in [26], [27] and is 
applied to the non-isolated AC-DC differential boost converter 
[28]. In this approach, power decoupling is successfully 
achieved by using autonomous closed loop controller. Hence, 
this concept is extended to obtain a new isolated AC-DC 
converter which is suitable for EV onboard battery chargers.

The proposed converter has the following features: 1) electrolytic 
capacitor-less system, 2) high-frequency isolation, 3) AC Power 
Decoupling and 4) interleaving technique: suitable for high 
power applications.

II. Proposed Converter

A. Topology Development

A single stage isolated AC-DC converter based on a differ-
ential converter [26] can be constructed as shown in Fig. 1(a). 
A  power decoupling method [23] for a differential converter 
can be applied to the single stage isolated AC-DC converter. 
However, the fundamental frequency component appears in the 
transformer winding voltage as shown in Fig. 1(b) and (c). This 
fundamental frequency component results in low frequency 
component in the magnetizing current. Therefore it increases 
the volume requirement of the transformer making the converter 
impractical.

In order to have high frequency isolation, the proposed 
converter, as shown in Fig. 2, is derived by interleaving each 
leg of the differential converter [26] and connecting each inter-
leaved leg to the transformer windings of two isolated AC-DC 
converters [29]. Therefore, the two phase interleaved legs have 
a 180° phase shift in switching frequency. Since there are two 
of such high frequency links, two transformers are fully utilized 
and the power is shared between the two converters.

B. Voltage Conversion Ratio

As illustrated in Fig. 3, the proposed converter is composed of 
two boost converters in which duty d1 is given to converter 1, and 
duty d2 is given to converter 2. Therefore, the voltage conversion 
ratio of each boost converter is as shown below (1) and (2).

(1)

(2)

(3)

Substituting (1) and (2) in (3) yields,

 (4)

(a)

(b) (c)

Magnitude

Harmonic order
0 1 2 3 4 5 6 7 8      mf

f s

0

Fig. 1.  Single-stage differential boost-type isolated AC-DC converter. (a) Topology. 
(b) Transformer winding voltage. (c) FFT of transformer winding voltage.
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(a)

(b) (c)

Magnitude

Isolated DC-DC converter
Differential interleaved AC-DC

boost converter

Harmonic order
0 1 2 3 4 5 6 7 8      mf

f s
0

Fig. 2.  Proposed single-stage interleaved isolated AC-DC converter. (a) Concept 
of developing the topology. (b) Transformer winding voltage. (c) FFT of 
transformer winding voltage.		

So, voltage conversion ratio of this topology is,

(5)

C.  Topology Description

The proposed converter is shown in Fig. 3. It consists of 8 
switches at primary side namely S1~S8. At input side there are 
two capacitors C1 and C2 followed by input inductors La, Lb, 
Lc and Ld. Two transformers T1 and T2 are connected between 
interleaved legs formed by leg a, leg b, leg c, and leg d 
respectively. The secondary side consists of two full bridge 
diode rectifiers which are connected in parallel and serve as the 
output terminal. Cc is the clamping capacitor and voltage across 
Cc is equal to the battery voltage reflected to the primary side, 
i.e., if leakage inductance of the transformer is assumed to be 
negligible, then VCc = n ∙ vbat.	

According to differential converter [26] concept voltage 

Fig. 3.  The structure of the proposed converter.

across C1 and C2 is given as:

(6)

(7)

It can be seen that grid voltage and current is given as:

(8)

(9)

In the proposed topology C1 and C2 are connected directly to 
the grid. Therefore, leading current will flow through C1 and C2 
which is given by,

(10)

where Ceq  = C1 || C2 and C1, C2 = C .

(11)

Note that this leading current depends upon the value of C1 and 
C2 and it introduces a slight phase shift (δ) in the grid current 
deteriorating the power factor. Hence, there will be some 
reactive power flow into the circuit. However, this current can 
be minimized by adding reactive power compensation in the 
controller of the proposed converter.

The instantaneous power flowing across C1 and C2 is given as:

(12)

(13)

Equation (13) is equivalent to reactive power due to leading current.

D. Principle of Power Decoupling

In single phase, AC-DC systems power pulsation at double 
the line frequency occurs and it is unavoidable in the case of 
using film capacitors. This 2nd harmonic ripple power appears 
at the output in the form of pulsating battery current.	

Assuming PF = 1, power at the grid side can be calculated as:

(14)

(15)

Since, output power is equal to the input power, assuming the 
converter to be lossless.

(16)

From (16), the instantaneous output power comprises of 
average power and undesirable ripple power. In the proposed 

δ(          )
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converter this ripple power is decoupled from the output and 
is stored in the input capacitors C1 and C2 as 2nd harmonic 
voltage component illustrated in Fig. 4. This is accomplished by 
shaping the voltage across C1 and C2 as:

(17)

(18)

During power decoupling operation, the ripple power com-
ponent in (16) is diverted from output to C1 and C2, so the 
instantaneous power across C1 and C2 can be obtained by 
substituting (17) and (18) in (12),

(19)

Note that (19) contains 2nd and 4th harmonic component, this 
4th harmonic ripple component is usually small and it can be 
neglected, so 2nd harmonic component in (19) equates to ripple 
power component in (16) given as,

(20)

Solving (20) for Vc  and , we get

Fig. 4.  Key waveform of operating principle for grid frequency.

(21)

(22)

Substituting Vc  and  in (17) and (18) yields,

(23)

(24)

It can be seen that for a fixed grid voltage, Vc and  are load 
dependent parameters and in the proposed converter, Vc and  
are adjusted by closed-loop controller.

III. Control Method

The controller for the proposed topology is divided into two 
parts: the differential mode controller and the common mode 
controller. The differential mode controller is responsible for 
PFC control and output voltage regulation. In this controller, 
the difference of sensed inductor currents is compared with the 
reference to generate an error which is compensated by the inner 
current loop PI controller. Due to interleaving and nonlinear 
duty, the inductor current imbalance problem may occur, but 
it can be resolved by dividing the reference into half and using 
two separate controllers for each interleaving legs as shown in 
Fig. 5. Apart from this, a reactive power due to leading current 
is compensated by adding a feed forward term in the reference 
of the differential current. The value of this compensating signal 
is fixed for a particular grid voltage and is independent of load 
as can be seen from  (11).

The reference for differential mode current is given as:

(25)

In addition to this, Common Mode Power Decoupling Con-

Fig. 5.  Block diagram of the proposed controller.

π
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trol is applied in which 2nd harmonic ripple is extracted from 
output and is subtracted from 0 reference to generate an error. 
This error is minimized by using the PR controller tuned at 120 Hz 
and the 2nd harmonic compensated signal is generated. 

The reference for common mode current is given as:

(26)

The compensated signal is the reference signal and it is 
compared with the sum of all sensed inductor currents. The 
resulted signal is then fed to the proportional controller with 
gain Kc which is added to the differential mode controller duties 
d and d ′ to obtain final duties d1 and d2.

IV. Operating Principles

The primary side of the converter can be thought of as two 
interleaved converters are illustrated in Fig. 2. One converter 
in composed of S1, S2, S3 and S4 is operated with duty d1 while 
the other converter is composed of S5, S6, S7 and S8 is operated 
with duty d2. During positive half cycle converter 1 acts as 
an interleaved boost converter whereas converter 2 acts as an 
interleaved buck converter. Similarly, during negative half cycle 
converter 2 acts as interleaved buck converter and converter 1 
acts as interleaved boost. The key waveforms of the converter 
are shown in Fig. 6.

A. Modes by Mode Operation

During the positive half cycle of the grid, the proposed 

Fig. 6.  Key waveforms of the converter for switching period, (a) when vg > 0, 
(b) when vg < 0.

converter undergoes five distinct modes of operation based on 
its switching status. During Mode 1 switches S2, S3, S6 and S8 
are ON, and switches S1, S4, S5 and S7 are turned OFF. Inductor 
La charges and Lb discharges. However, both Lc and Ld discharge 
as these inductors are associated with converter 2 which acts 
as the buck converter during this mode. In this mode vab = -VCc 
and the power is transferred to the battery through transformer 
T1. The current through the transformer increases with the slope 
given as:

(27)

Mode 2 starts when S7 is turned ON and S6 is turned OFF, as 
shown in Fig. 7. The status of the switches of converters is given 
as S2, S3, S6 and S7 are ON while all other switches are OFF. 
Since S7 is turned ON the inductor Ld begins to charge in this 
mode. During this mode the slopes of other inductor currents 
remain same, however vcd = -VCc, therefore power is transferred 
through the transformer T2 as well. The slope of iLk2 is given as:

(28)

As shown in Fig. 7, during Mode 3, S1, S3, S6 and S8 are ON 
while others are OFF. Inductor La and Lb discharge through 
the clamping capacitor Cc while Lc and Ld discharge through 
decoupling capacitor C2. During this mode, vab, vcd = 0, therefore 
no power is transferred in this mode.

Mode 4 begins when S4 is turned ON and S3 is turned OFF. 
During this mode Lb begins to charge while all the other 
inductors are still discharging as in the previous mode. 
However, during this mode, vab = VCc, therefore power is being 
transferred to the load only through the transformer T1 and its 
current increases with the slope given as:

(29)

Similarly, during Mode 5, S5 is turned ON, and S6 is turned 
OFF. During this mode, Lc begins to discharge as a negative 
voltage equal to –vc2 is applied across it. In this mode, vab = VCc, 
therefore the commutation occurs through both the transformers 
T1 and T2 and power is being transferred to the load. The slopes 
of current through leakage inductances of transformers T2 is 
given as:

(30)

Operation during the negative half cycle is similar to the 
positive half cycle. The only difference is that during negative 
half cycle converter 1 acts as interleaved buck while converter 2 
acts as an interleaved boost converter. Operating waveform of the 
converter for switching period and vg < 0 is presented in Fig. 6(b).

2
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Fig. 7.  Modes by mode operation vg > 0 .

B. Switching Characteristics

As already explained in the previous section, during the 
positive half cycle, the operation of converter 1 is similar to the 
interleaved boost converter and that of converter 2 is similar 
to the interleaved buck converter. Therefore, the switches S1 
and S3 associated with converter 1 act as synchronous rectifiers 
and are always turned on with ZVS condition. Whereas 
switches S2 and S4 are hard switched as illustrated in Fig. 8(a). 
Similarly, switches S6 and S8 act as synchronous rectifiers of the 
interleaved buck converter, i.e., converter 2 and they always 
achieve ZVS Turn ON, while S5 and S7 are hard turned ON.

The operation of converter 1 during the negative half cycle is 
similar to that of the positive half cycle with the only difference 
that converter 1 acts as the interleaved buck converter and 
converter 2 acts as the interleaved boost converter. Therefore 
switches S2, S4, S5 and S7 turn ON with ZVS condition and 
remaining switches are hard turned ON. The waveform of this 
phenomenon is presented in Fig. 8(b).

Note that all diodes at the secondary side turn OFF with ZCS, 
the currents flowing through the diodes are the leakage inductor 
currents iLk1 and iLk2 reflected to the secondary side. Since, Lk1 
and Lk2 are always naturally clamped to VCc, hence all secondary 
diodes turn OFF with slopes given as .

V. Simulation and Experimental Results

The simulation of the proposed converter is performed in 
PSIM and circuit components are selected based on 6.6 kW 
design. Table I shows the circuit parameters.

The universal input range of 90~250 Vrms is considered for 
the design. For typical onboard battery chargers, the output 
voltage range is from 250~450 V. Input inductor are selected 
based on input current THDig which is kept around 5% for the 

Fig. 8.  Switching characteristics, (a) when vg > 0, (b) when vg < 0.
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Fig. 9.  Capacitance requirement for different turns ratio over wide output 
voltage range.

worst case scenario. So, after considering the aforementioned 
specifications, La, Lb, Lc and Ld = 60 μH is selected.

At Input side, decoupling capacitors C1 and C2 are chosen 
based on the fact that the maximum swing of voltage on C1 and 
C2 should be confined within the range 0 to VCc. This constraint 
exists because the proposed converter is derived from the boost 
type differential converter which works on the principle that,

0 < vc1 , vc2 < VCc                               (31)

As shown in the equations (17) and (18), the peak voltage of 
vc1 and vc2 may not only depends upon the peak of grid voltage 
but also on the peak of 2nd harmonic voltage that is stored in 
the decoupling capacitors C1 and C2.

It is to note that this 2nd harmonic voltage depends upon load 
parameters, i.e., output power and voltage, as can be seen in (21). 
Hence, C1 and C2 are selected considering the aforementioned 
constraints. Capacitance requirement at different turn ratio over 
wide battery voltage range can be determined by satisfying (31) 
using (23) or (24). The resulted graph is shown in Fig. 9. For the 
worst case battery voltage of 250 V and turns ratio n = 2, C1, C2 
lies in the range of 80~100 μF. So, 100 μF is selected.

Simulation waveform is shown in Fig. 10(a), it can be seen 
that a high power factor of 0.99 and input current THDig of 
5.2% is achieved. DC battery current is obtained at the output 
which means that 2nd harmonic component is successfully 
eliminated from the output current and is stored in the form of 
2nd harmonic voltage component in the decoupling capacitors 
C1 and C2 as shown in Fig. 10(a).

The simulation waveform also shows that half of the switches 
of the proposed converter achieves ZVS Turn On during 
positive half cycle while other half of the switches achieve ZVS 
Turn On during negative half cycle. The extended waveform of 
the switches during vg < 0 is depicted in Fig. 10(b) which also 
shows that half of the switches are ZVS Turn on and half of the 
switches are Hard Turn On. So, during positive half cycle S1, S2, 
S6 and S8 can achieve ZVS Turn On while S2, S4, S5 and S6 are 
Hard Turn Off. On the other hand, during negative half cycle 

S2, S4, S5 and S6 can achieve ZVS Turn ON while S1, S2, S6 and 
S8 are Hard Turn Off. Note that all diodes at the secondary side 
achieve ZCS Turn Off due to clamping of Lk with Cc during the 
non-commutation mode of the transformer.

Two transformers of equal Lk and Lm are used for the simu-
lation. For simulation, Lk = 5 μH and Lm = 5 mH is chosen and 
turn ratio n is selected as 2. The simulation waveform of the 
transformer winding voltage for the grid frequency is shown in 
Fig. 10(c) and its FFT in Fig. 10(d).

A 6.6 kW experimental prototype is shown in Fig. 11. 1200 V 
Silicon Carbide switches are used at primary side of the 
converter and 650 V SiC Schottky diodes are used for secondary 
side diodes. Two transformers are designed specifically for 
200 kHz to keep the size as compact as possible. The practical 
values of Lm = 4.7 mH and Lk = 6.7 μH for transformer 1 and 
Lm = 4.5 mH and Lk = 6.3 μH for transformer 2 are obtained with 
optimized design.

Fig. 12(a) shows the grid voltage and grid current obtained 
at around 2.2 kW power. It can be seen that a very high power 
factor of 0.99 with very low THD is achieved. After applying 
power decoupling control, pure DC voltage is obtained at 
the output and the 2nd harmonic power pulsation is store in 
the form of 2nd harmonic voltage component in the input 
capacitors C1 and C2. The experimental waveform is illustrated 
in Fig. 12(b).

La and Lb are interleaved inductors with 180° phase shift in 
switching frequency, similarly Lc and Ld are also interleaved. 
This phenomenon is experimentally illustrated in Fig. 12(c).

In this topology, high frequency transformers are utilized. 
The extended experimental waveform of transformer winding 
voltage and leakage current is presented in Fig. 12(d). It can 
be seen that the volt-sec of transformer winding voltage is 
balanced, therefore magnetizing current will not have any offset 
or low frequency component.

As already explained earlier, half of the switches achieve 
ZVS Turn ON during one half cycle and the other half of the 
switches achieve ZVS Turn ON during the other half cycle. 
The experimental waveform of this phenomenon for one leg 
switches is shown in Fig. 13.

TABLE I
Circuit Parameters

Output power Po 6.6 kW 

Switching frequency fs 200 kHz 

Grid voltage Vg 220 Vrms 

Output voltage Vo 450 V 

Input inductors La, Lb, Lc, Ld 60 μH 

Decoupling capacitors  C1, C2 100 μF 

Clamping capacitor Cc 40 μF 

Output capacitor Co 20 μF 

Turns ratio N 2 
Magnetizing inductance Lm 5 mH 
Leakage inductance Lk 5 μH 
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Fig. 11.  Experimental prototype of proposed converter.
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Fig. 10.  Simulation waveforms. (a) Key waveforms of converter over line cycle. (b) Switch voltage and current over switching period. (c) Transformer winding 
voltage and current. (d) FFT of transformer voltage.
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Fig. 12.  Experimental waveforms. (a) Grid voltage vg and grid current ig. 
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Fig. 12.  (Continued..) Experimental waveforms. (b) Grid voltage vg, decoupling 
capacitors voltage vc1, vc2 and clamping capacitor voltage vCc. (c) Interleaved 
inductor current iLa, iLb with output voltage vo. (d) Transformer winding voltage 
and current. 
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Fig. 13.  Experimental waveforms of vgs and vds of switch S1 and S2.

VI. Conclusion

In this paper, a single-stage isolated AC-DC converter has 
been proposed for EV battery charger. The main features of the 
proposed converter include high-frequency isolation, and the 
AC-DC power conversion is done by a single-stage. AC power 
decoupling is successfully applied to obtain DC charging and 
the requirement to use bulky electrolytic capacitor is eliminated. 
Hence film capacitors with small capacitance can be used to 
enhance reliability and power density of the converter. One 
good feature of the proposed controller is that it does not 
require an on-line calculation based on complicated formulas 
to calculate reference voltage for shaping decoupling capacitor 
voltage. On the other hand, the switches are turned on with 
hard switched/ZVS in CCM which means half of the switches 
of this converter achieve ZVS Turn On during half line cycle 
and the other half of the switches are Hard Turn On. Moreover, 
all secondary diodes are turned Off with ZCS. Finally, a 6.6 kW 
prototype has been built and tested to verify the operating 
principles of the proposed onboard battery charger.
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Transient Stability Analysis of Grid-Tied
Converters Considering PLL’s Nonlinearity

Xiuqiang He, Hua Geng, and Shaokang Ma

Abstract—Transient instability events of grid-tied converters 
probably occur while riding through grid faults. During low-
voltage ride through (LVRT) period, seeing from the converter 
terminal towards the grid, the Thévenin equivalent grid 
impedance becomes pretty significant, accordingly making the 
converter terminal voltage highly sensitive to the output current. 
Under such circumstances, it is challenging for the converter to 
resynchronize with the grid via a phase-locked loop (PLL). This 
paper develops a reduced-order nonlinear model to elaborate on 
the dynamic synchronization characteristic of the converters. By 
considering the impact of grid impedance and analysing spatial 
vector tracking relation, resynchronization principle of the 
converters during LVRT is revealed. Besides, the impacts of circuit 
parameters and controller parameters, including residual grid 
voltage, grid impedance, current references, and PLL parameters, 
on the transient stability of the converters are investigated. The 
results are verified by simulation and experimental results.

Index Terms—Grid fault, low voltage ride through, phase-locked 
loop, power converter, synchronization, transient stability.  

I. Introduction

GRID-TIED  power  converters  are  playing  increasingly 
important roles in power systems, along with the rapid 

development of renewable power generation in recent years. 
Three-phase voltage source converters (VSCs), as one of the 
most crucial components of renewable energy generation units, 
often offer quite different performance from the conventional 
synchronous generator units, such as outstanding rapidity and 
controllability, but limited fault ride through capability [1], [2]. 
Grid codes for renewable power generation, in which various 
facets of the operating characteristics of grid-tied renewable 
energy generation units are standardized, have been formulated 
by independent system operators in order to ensure the power 
system security and stability [2]–[4]. One of the grid codes, 
namely low-voltage ride through (LVRT) requirement, requires 
renewable energy generation units to remain connected to the 
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grid and also output a specific reactive current to support the 
residual grid voltage during LVRT period [2]–[4].

When a grid fault occurs, the Thévenin equivalent grid impedance 
generally becomes considerable [5], resulting in weak connection 
between VSCs and the power grid [5]–[7]. Consequently, the 
VSC terminal voltage is easily affected by the VSC output current. 
Conversely, the output current is also influenced by the terminal 
voltage since the current phase-angle is guided by the phase-
locked loop (PLL) which is with the terminal voltage as the 
input. It has been reported that loss of synchronism (LOS) of 
the grid-tied VSCs probably happens during LVRT because 
of the dynamic interaction between the PLL and the terminal 
voltage [5]–[22]. Note that the LVRT requirements of the grid 
codes can no longer be satisfied once the LOS occurs.

During severe grid faults, i.e., under large disturbances, 
on one hand, initial states of the VSC systems will probably 
be random. On the other hand, state trajectories of the VSC 
systems often exhibit a large change magnitude. Therefore 
the nonlinearity in system components, especially PLL’s non-
linearity, cannot be neglected in the stability assessment. In this 
regard, previous relevant small-signal stability studies of the VSCs 
[8]–[11] can not effectively address the transient stability issues.

The transient instability issues associated with the LOS have 
not drawn much attention. [12] and [13] made investigations on 
the presence of equilibrium points of the grid-tied VSCs during 
grid voltage sags, but dynamic synchronization characteristics 
were not taken into account. [14] and [15] also claimed that the 
transient stability of VSCs can be considered as the presence 
of post-fault equilibrium points. However, we found in [5]–[7] 
that there is an instability possibility for a grid-tied VSC due 
to improper initial states and poor dynamic performance in 
addition to the absence of equilibrium points.

To elaborate the instability issue in dynamic processes, 
[16]–[18] applied the concept of equal area criterion (EAC) to 
analyse the transient stability of VSCs during LVRT. Never-
theless, the results were conservative since the proportional 
unit of PLL was ignored in the EAC method. Lately, the 
research group of X. Wang made innovative studies on the 
synchronization of grid-tied VSCs using the concept of phase 
portrait [19]–[22], which have created a new perspective for the 
transient stability studies of grid-tied VSCs. Besides, it should 
be noted that Lyapunov’s direct method was also employed 
to assess the transient stability of grid-tied VSCs in [23]–[26]. 
Although transient stability can be judged through Lyapunov’s 
direct method, the impacts of circuit parameters and controller 
parameters on the transient stability margin can only be 
investigated in a case-by-case way through the method, rather 
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than evaluated systematically.
According to the literature review, although the dynamic 

synchronization process of VSCs has been investigated in 
[14]–[22], resynchronization principle of the VSCs during LVRT 
considering the impact of grid impedance on the PLL detecting 
ability has not been completely clarified. Furthermore, the effects 
of circuit parameters and controller parameters on the transient 
stability have not been extensively investigated. As an expanded 
version of our conference paper [27], this paper is devoted to 
filling this gap. Specifically, a reduced-order nonlinear model is 
derived and validated in Section II. A comprehensive stability 
analysis is performed in Section III, where the resynchronization 
principle is analysed through the spatial vector tracking relation 
from the PLL point of view. Also, the impacts of circuit 
parameters and controller parameters on the transient stability 
margin is quantitatively investigated. Sections IV and V show 
the simulation and experimental results, respectively, and Section 
VI concludes this paper.

II. System Modeling

A grid-tied VSC system is shown in Fig. 1. PLL is utilized 
to detect the phase-angle and frequency of the VSC terminal 
voltage uabc, and the estimated phase-angle θpll is then used as 
the angle reference for the current control module. Fig. 1(b) 
depicts the dynamic interaction between the PLL and the VSC 
terminal voltage. The output of the PLL guides the phase-angle 
of the output current which makes the grid impedance produce 
a voltage drop ΔU. The grid impedance voltage drop ΔU makes 
the terminal voltage U no longer stiff and highly sensitive to the 
output current once the grid impedance becomes considerable 
rather than ignorable.

When a grid fault occurs, a Thévenin equivalent circuit 
can be built from the fault point of view [5]. [5] indicated 
that the Thévenin equivalent grid impedance would become 
considerable if the grid fault is severe. In other words, severe 
faults would lead to weak connection between the VSC and the 
infinite-bus grid in the Thévenin equivalent circuit, even though 
the pre-fault grid is not weak [5].

Prior to modeling the VSC system for the transient stability 
analysis, several assumptions are made as follows [5]–[7], [12], 
[13], [16]–[22]:

1) The DC-link voltage of the VSC is considered to be 
constant, due to the fact that the configured chopper circuit 
[not shown in Fig. 1(a)] can maintain the DC-link voltage 
during LVRT.

2) The VSC with the current-controlled vector control can 
be regarded as a controlled current source, considering 
that  the  current loop bandwidth with appropriate current 
controller parameters is much higher than the PLL 
bandwidth.

3) Transmission line electromagnetic transient behaviors are 
neglected because of the fast dynamics.

4) The power grid is represented by an infinite bus with 
lumped impedance, and grid frequency dynamics are also  
neglected. Particular attention of this study is focused on 
the PLL dynamics.

A commonly used synchronous reference frame PLL (SRF-

PLL) is depicted in Fig. 2(a), where ω0 denotes the nominal 
frequency. Fig. 2(b) and (c) show the relationship between the 
PLL d-q reference frame and the infinite-bus X-Y synchronous 
reference frame. In the steady state, direction of the terminal 
voltage vector U coincides with PLL’s d-axis, whereas they have 
different directions during dynamic processes. The included 
angle between the two reference frames in Fig. 2(b) [or (c)] is 
denoted δ and it can be accordingly obtained that

(1)

where ωpll represents the PLL frequency and ωg represents the 
grid frequency, and the difference between the two is defined as 
Δω. Furthermore, according to Fig. 2(a), PLL dynamics can be 
described as follows,

(2)

where kp and ki are the PLL parameters and uq is the q-axis 
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Fig. 1.  Grid-tied VSC system. (a) PLL-based current control. (b) Illustration of 
the dynamic interaction between the PLL and the terminal voltage, where U and 
I are the phasors of uabc and iabc.

Fig. 2.  (a) SRF-PLL diagram. (b) Steady-state relationship between the terminal 
voltage U and the two reference frames. (c) Dynamic relationship between the 
terminal voltage U and the two reference frames. (d) Reduced-order nonlinear 
system model.
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voltage of the terminal voltage uabc.
As shown in Fig. 2(b) or (c), transforming the grid voltage Ug 

from the X-Y reference frame into the PLL d-q reference frame 
gives rise to the d-axis and q-axis voltages of Ug as follows,

(3)

While neglecting the electromagnetic transient behaviors of 
the transmission lines, the mathematical relation between the 
VSC terminal voltage udq and output current idq can be expressed 
as follows,

(4)

where udq and idq are the counterparts of uabc and iabc transformed 
into the PLL d-q reference frame, respectively. Besides, Rg 
and Lg represent the resistive and inductive components of the 
lumped grid impedance. It is noted that the grid impedance is 
from the Thévenin equivalent circuit,  therefore it would change 
with a transmission line ground fault [5], [28].

From (3) and (4), it can be further derived that

(5)

From (5), it can be found that a is an offset term in uq, which 
is introduced by the grid impedance voltage drop. Detailed 
expressions of a and b are as follows,

(6)

where Zg denotes the grid impedance magnitude; I denotes the 
current amplitude; θI and θZ (impedance angle) are expressed as 
follows,

(7)
(8)

The differential equations (1) and (2) combining the algebraic 
equation (5) constitute the reduced-order nonlinear system 
model, as shown in Fig. 2(d). In addition, value of the currents 
id and iq in the model should be stated, in order to analyse the 
transient stability based on the model. Since the VSC system 
is regarded as a controlled current source, it can be considered 
that the output current idq is directly specified by the current 
references. Taking into account the unity power factor control, 
the pre-fault current references can be denoted as

(9)

where id0 denotes the pre-fault steady-state active current, and 

the VSC outputs zero reactive current under normal operating 
conditions. The output current during LVRT conditions is 
directly determined by the grid codes. For example, iq* is set to 
–1.0 p.u. if the PCC (point of common coupling) voltage dips 
larger than 50% [3] and id

* is often set to zero considering the 
output current capability, i.e.,

(10)

To demonstrate the adequacy of the developed reduced-order 
nonlinear model, the model is validated by comparing its time-
domain responses with those of the detailed electromagnetic 
transient (EMT) model. Parameters of the detailed model are 
summarized in Table I.

Figs. 3 and 4 give the simulation results. In Fig. 3, the grid 
voltage dips from the nominal condition to 0.10 p.u. at 0.3 s, 
and the VSC output current quickly changes in the meantime 
according to the reference. Specifically, the reactive current 
instantaneously changes from 0 to –1 p.u., and the active 
current changes from id0 to 0. Fig. 3 shows that the PLL is able 
to quickly resynchronize with the grid after the grid voltage sag.

TABLE I
VSC Model Parameters

Parameter Per-unit value Parameter Per-unit value 

Lg 0.08 Residual grid voltage 0.05 or 0.10 
Rg 0.30 kp (PLL) 100 
Lc 0.15 ki (PLL) 1000 
Rc 0.005 kp (current controller) 2 

id_normal 1.0 ki (current controller) 10 
iq_normal 0.0 Simulation step size 5×10–6 s 
id_fault 0.0 iq_fault 1.0 

Fig. 3.  Validation of the reduced-order model by comparison with the detailed 
model, where the grid voltage dips to 0.10 p.u.
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Fig. 4.  Validation of the reduced-order model by comparison with the detailed 
model, where the grid voltage dips to 0.05 p.u., making the VSC system 
become unstable.

In Fig. 4, a more severe grid voltage sag than that in Fig. 3 occurs, 
i.e., only 0.05 p.u. residual grid voltage. Simulation results in 
Fig. 4 indicate that the PLL is not able to resynchronize with the 
grid after the grid voltage sag. Hence, the VSC system becomes 
unstable.

From Figs. 3 and 4, it can also be observed that the time-
domain responses of the reduced-order model and those 
of the detailed EMT model are highly consistent, therefore 
verifying the adequacy of the reduced-order model. Based on 
the reduced-order model, the transient stability analysis can be 
easily performed.

III. Transient Stability Analysis

The reduced-order model is comprised of (1), (2), and (5).  
(1) and (2) describe the PLL dynamic nonlinear characteristic, 
whereas the zero-crossing point of (5), i.e., uq = 0, determines 
the steady-state equilibrium point of the system. The transient 
stability of the system will be analysed from two points of 
views, which are the equilibrium point analysis and the dynamic 
characteristic analysis.

A.  Steady-State Equilibrium Point Analysis

According to (5), the steady-state equilibrium point of the 
VSC system satisfies the condition that

(11)

Several examples of the equilibrium point are depicted 
in Fig. 5, where there are two types of zero-crossing points. 
The small-signal stability analysis is performed to distinguish 
between the unstable equilibrium points (UEPs) and the stable 

equilibrium points (SEPs). The small-signal state variables  
and  can be denoted as follows,

(12)

Based on the nonlinear model consisting of (1), (2), and (5), 
and the equilibrium point in (12), the small-signal model can be 
derived, as shown in (13).

(13)

Considering that 1 – kpLgid > 0 almost always holds true, to 
meet the small-signal stability criterion, the following conditions 
should be satisfied,

(14)

(15)

(15) can further give rise to

(16)

which is approximately equivalent to (14). Thus, (14) indicates 
the zone where SEPs are located, as shown in Fig. 5.

From Fig. 5(a), it can be observed that the curve amplitude 
b decreases along with the decrease of the grid voltage Ug 
(because b = Ug). In Fig. 5(b), the absolute value of the offset 
term |a| increases along with the increase of the grid impedance 
magnitude Zg.

If |a| is larger than b, caused by a quite severe grid sag or 
a considerable post-fault grid impedance, there will be no 
equilibrium point. Then, it will be impossible to maintain the 
stability of the system whether PLL [29] or frequency-locked 
loop (FLL) [30], [31] is adopted. The critical equilibrium point 
corresponds to |a| = b.

From Fig. 5, it can also be found that the smaller the absolute 
offset term |a|, and the larger the residual grid voltage amplitude 
b, the higher the stability margin. Besides, (6) indicates that 
four variables associated with the output current and the grid 
impedance have impacts on the offset term. Specifically, both a 
large current amplitude I and a large grid impedance magnitude 

Fig. 5.  Illustration of equilibrium points. (a) Grid voltage Ug decreases. (b) Grid 
impedance magnitude Zg increases.
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Zg are able to facilitate a large offset term, which accordingly 
shrinks the stability margin.

When it comes to the relation between the offset term and θI 
or θZ, (6) manifests that the relation is not linear. In particular, 
the offset term equals zero only if θI + θZ = 0. In general, 
θI = –0.5π when id = 0 is set during LVRT. In this regard, the 
offset term equals zero only if θZ = 0.5π. Nonetheless, θZ is 
random in actual grid fault scenarios, which is determined by 
actual fault points and short-circuit resistance.

B.  Resynchronization Principle Analysis

Without taking into account the impact of the grid impedance 
on the PLL, grid synchronization principle as well as dynamic 
performance of PLLs have been extensively investigated in 
previous studies [29]. However, it is not enough to guarantee 
the transient stability of the VSC systems, especially for 
ones connected to the high-impedance weak grid. Here, 
from the perspective of spatial vector tracking relation, a 
resynchronization principle analysis of the VSCs during LVRT is 
conducted to clarify the stability principle associated with PLL’s 
nonlinearity by considering the impact of the grid impedance.

In Fig. 2(d), the grid impedance introduces the offset term 
a into the input of the PLL. There is no doubt that the offset 
term makes the PLL no longer ideal since the input signal uq is 
no longer a standard unbiased sinusoidal function related to δ. 
Therefore, it has effects on the synchronization performance of 
the PLL.

Fig. 6 illustrates an example of the dynamic synchronization 
process of a VSC subjected to a grid voltage sag and also a 
grid voltage recovery. When the grid voltage sag occurs at 
t1, the operating curve switches from the blue curve (Normal 
condition) to the orange curve (Fault condition), and the 
operating point steps from A to B. There are two steady-state 
equilibrium points, i.e., C and D, after the grid voltage sag. 
Note that point C is stable whereas D is unstable. Then, the 

uq

aN
0
aF

C: SEP
D: UEP

B′

B′

D C A

Fig. 6.  Illustration of the dynamic synchronization processes of a VSC 
subjected to a grid voltage sag at t1 and grid voltage recovery at t3. Note that aN 
and aF denote the offset terms corresponding to the normal and fault operating 
conditions, respectively.

operating point moves towards C because B is not a steady-state 
point, accompanied by a decelerating process of the PLL. The 
operating point crosses C at t2, thereafter the PLL frequency 
begins to increase due to uq becomes positive. Finally, the 
operating point reaches the equilibrium point C due to the 
damping effects. It is supposed that δ would not exceed the UEP 
D in the accelerating process, otherwise the operating point will 
fall into the adjacent inversely regulating areas. When the grid 
fault is cleared at t3, similar dynamic synchronization process is 
performed.

Considering the impact of the grid impedance, resyn-
chronization principle of the VSC is elaborated using spatial 
vector tracking relation. Fig. 7(a) shows the pre-fault steady-
state spatial vector relation, where ωg = ωpll. Fig. 7(b) shows 
that there are two steady-state equilibrium points after the grid 
voltage sag. The grid impedance voltage drop ∆U is uniquely 
identified with respect to the d-q reference frame, provided 
that both grid voltage impedance Zg and VSC output current 
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Fig. 7.  (a) Spatial vector relation in the pre-fault steady state. (b) There are two 
steady-state equilibrium points after the grid voltage sag, i.e., Ug1 (stable) and 
Ug2 (unstable), where δ1 + δ2 = –π. (c) Spatial vector relation corresponding to 
the post-fault stable steady-state equilibrium point. (d) Dynamic synchronization 
process illustration.
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I are determined. The dashed circle denotes the grid voltage 
amplitude Ug, resulting in two intersections with the d-axis, 
hence corresponding to two grid voltage vectors, Ug1 and Ug2. It 
has been known that only the equilibrium point corresponding 
to Ug1 is stable.

Fig. 7(c) illustrates the post-fault steady-state vector relation, 
where ωg = ωpll. As shown in Fig. 7(d), the goal of the PLL 
is to track the determined voltage vector U, i.e., the post-
fault steady-state terminal voltage vector, during the dynamic 
synchronization process. If the d-axis of the PLL reference 
frame surpasses the target vector U and the lead angle α is 
within the boundary, the PLL will decelerate. On the flip side, 
if the d-axis lags behind the target vector U and the lag angle is 
within the boundary, the PLL will accelerate.

It should be noted that the accelerating and decelerating 
areas are mismatched because of the offset term a in the PLL 
input signal uq. Owing to the mismatched accelerating and 
decelerating areas, the lead angle α might become so large that it 
traverses the boundary and then falls into the adjacent inversely 
regulating areas. As a result, an additional round of tracking 
path is caused, which, unfortunately, leads to the accelerating 
and decelerating areas being further mismatched. Therefore, the 
tracking capability of the PLL is further deteriorated, and loss of 
synchronism (LOS) potentially occurs.

To sum up, the coordinate transformation (3) incorporates 
sinusoidal functions, hence introducing both periodicity and 
nonlinearity. The periodicity leads to the accelerating and 
decelerating areas being adjacent to each other. The nonlinearity 
causes the PLL dynamic performance inconsistency at 
different operating points. Given that the developed nonlinear 
model is second-order, it is feasible to elaborate the dynamic 
performance by using the concept of inertia and damping.

C.  Damping Characteristic Analysis

Transform the developed nonlinear model into a typical form 
of motion equation as follows,

(17)

where the equivalent inertia and damping coefficients are

(18)

Actually, since kpLgid << 1, (18) can be further simplified as

(19)

As shown in Fig. 6, the damping term plays an important role 
in weakening and gradually suppressing the oscillation during 
the dynamic synchronization process. If kp equals zero, then Deq 
will become zero, and it can be accordingly believed that the 
damping effect actually originates from the proportional unit of 

g

the PLL. It should be noted that [16]–[18] employed the concept 
of equal area criterion to analyse the stability of grid-tied VSCs 
based on (17). Since the damping term was neglected, the 
results were relatively conservative.

According to (19), it can be found that a small kp, a large 
ki, and a small Ug are able to make the damping effect weak, 
therefore deteriorate the stability. Especially, the sign of the 
damping coefficient is directly decided by the PLL angle δ. 
Fig. 8 shows the relation between Deq and δ. Once the operating 
point enters negative damping zones, loss of synchronism (LOS) 
is very likely to occur. In addition, (19) seemly reveals that 
the grid impedance has no effect on the damping coefficient. 
However, it should be noted that grid impedance is able to 
produce impacts on the PLL angle δ, accordingly have impacts 
on the damping characteristics.

D. Inertia Characteristic Analysis

From (19), it can be found that the equivalent inertia 
coefficient Jeq is directly related to the integral coefficient ki 

of the PLL. Specifically, Jeq is inversely proportional to ki. 
Therefore, a large ki is able to lead to a small Jeq, which, as a 
result, might cause potential oscillations with large amplitude. 
In other words, a large ki is harmful to the stability of grid-tied 
VSC during LVRT.

 IV. Simulation Results

Simulations are conducted to verify the above results 
regarding the impacts of circuit parameters and controller 
parameters on the transient stability of VSCs. Simulations are 
performed based on a VSC switching-cycle average model with 
parameters given in Table I. On this basis, bandwidth of the 
PLL and the current loop can be calculated.

A.  Different Grid Voltage Sags

Simulating three degrees of grid voltage sags, i.e., 85%, 90%, 
and 95%, the simulation results are shown in Fig. 9. It can be 
found that the VSC cannot resynchronize with the grid when 
the 95% grid voltage sag occurs. Actually, it is because that 
there is no equilibrium point after the grid voltage sag.

Besides, when the grid voltage dips 85% and 90%, it can 
be confirmed that there are indeed equilibrium points, and the 
system are stable in these two cases. It can also be found that a 
large residual grid voltage can not only help the present of post-
fault equilibrium points, but also facilitate the damping effect 
for a fast convergence.

Deq

Normal
Fault

π/2π/2 3π/2    δ

Fig. 8.  Change of Deq with δ, where Deq > 0 corresponds to positive damping 
zones whereas Deq < 0 corresponds to negative zones.
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To sum up, a large residual grid voltage after grid faults 
contributes to the enhancement of the transient stability.

B.  Different Grid Impedance

Simulating four groups of grid impedance, i.e., Zg = 0.06 + 0.30j, 
0.08 + 0.30j, 0.10 + 0.30j, and 0.08 + 0.50j after the 
same 90% grid voltage sag with the same current 
reference id_fault + jiq_fault = 0.0 – 1.0j, the simulation results are 
shown in Fig. 10. With the increase of the resistive component, 
it can be observed that the equilibrium point probably becomes 
absent, thus the system tends to become unstable after the fault.

Besides, Fig. 10 shows that the increase of the inductive 
component is also able to deteriorate the stability. Although 
the inductive component of the grid impedance has no effect 
on the existence of equilibrium points, it is able to affect the 
initial system state. Specifically, a larger inductive component 
of the grid impedance makes the initial system state move away 

Fig. 9.  Simulation results of 85%, 90%, and 95% grid voltage sags.

Fig. 10.  Simulation results with different post-fault grid impedances, including 
Zg = 0.06 + 0.30j, 0.08 + 0.30j, 0.10 + 0.30j, and 0.08 + 0.50j.

from the post-fault equilibrium point, hence leading to a larger 
accelerating area, as shown in Fig. 6.

To sum up, the transient stability margin is reduced with 
the increase of grid impedance, either in the resistive or the 
inductive component. In other words, the weak connection 
between VSCs and the power grid is indeed harmful to the 
transient stability of VSCs.

C.  Different Current References

Simulating three groups of current reference, i.e., id_fault + jiq_fault = 
0.0 – 1.0j, 0.0 – 0.9j, and 0.10 – 0.9j after the same 90% grid 
voltage sag with the same post-fault grid impedance 0.1 + 0.3 j, the 
simulation results are shown in Fig. 11. For the first group of 
current reference, there exists a critical equilibrium point. The 
system becomes unstable because of overshoot. For the second 
group, although the stable equilibrium point is recreated by 
reducing the reactive current and thereby reducing the offset 
term in the q-axis voltage uq, the system still becomes unstable 
due to the small stability margin. Furthermore, an additional 
active current is generated in the third group, which further 
reduces the offset term in uq, and the system accordingly 
becomes stable.

To sum up, a small reactive current as well as a nonzero 
active current is conducive to improving the stability margin. It 
is because they can help to decrease the offset term in the q-axis 
voltage.

D. Different PLL Parameters

Figs. 12 and 13 show the impacts of PLL parameters on the 
transient stability. In Fig. 12, the system with kp = 80 becomes 
unstable after the grid voltage sag, since a small proportional 
coefficient gives rise to a small damping coefficient [see (19)], 
therefore a poor damping effect. The stability is improved with 
the increase of the PLL proportional coefficient.

Fig. 11.  Simulation results with different current references, including 0.0 – 1.0j, 
0.0 – 0.9j, and 0.10 – 0.9j.
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Fig. 13 shows that the stability is enhanced with the decrease 
of the PLL integral coefficient. Actually, it is because that a 
small integral coefficient yields a large damping coefficient. To 
sum up, the above results completely coincide with the findings 
from (19), i.e., both a large kp and a small ki during grid voltage 
sags, are able to make the damping effect strong and therefore 
improve the transient stability.

It should be noted that the above results are only valid under 
the condition of ignorable current control dynamics. Once the 
PLL bandwidth overlaps with the current control bandwidth, 
both PLL dynamics and current control dynamics should be 
taken into account while analysing the transient stability.

V. Experimental Results

The stability analysis has also been verified in an actual 
three-phase 1.0 kW PWM converter system with a DSP digital 
control platform. The setup of the experimental system is shown 
in Fig. 14 with parameters given in Table II. Note that both the 
resistive and inductive components of the grid impedance are 
large enough to mimic quite weak connection between the VSC 
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Fig. 12.  Simulation results with different PLL proportional coefficients, 
including kp = 200, 120, and 80, but the same integral coefficient ki = 1000.
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Fig. 13.  Simulation results with different PLL integral proportional coefficients, 
including ki = 500, 1000, and 1500, but the same proportional coefficient kp = 80.

and the grid.
From the viewpoint of enhancing the transient stability 

of grid-tied VSCs, regulating the current references and 
PLL parameters is a very easy way. For this purpose, two 
experimental cases are set to further verify: 1) the impact of 
current references and 2) the impact of PLL parameters on the 
transient stability of grid-tied VSCs.

A.  Impact of Current References

The main attention of this case is focused on the active 
current reference, considering that there is almost no strict 
requirement on the active current output in most of the current 
LVRT codes. In Fig. 15(a), (b), and (c), the active current 
references are 0.0, 1.0, and 1.6 A, respectively, with the same 
reactive current reference of –5.1 A during the grid voltage sag 
from 170 V to 14.2 V. As shown in Fig. 15(a) or (b), the system 
is unstable with the active current of 0.0 A or 1.0 A, because 
there is no equilibrium point. Note that ki is set to zero here, 
therefore the PLL frequencies undergo continuous oscillations 
instead of gradual deviations. In Fig. 15(c), the system is stable 
when the equilibrium point is recreated by a larger active 
current than that in Fig. 15(a) and (b).

B.  Impact of PLL Parameters

The main attention of this case is focused on the PLL integral 
coefficient as an example. In Fig. 16(a), (b), and (c), the PLL 
integral coefficients are 2000, 1500, and 1000, respectively, 
with the same PLL proportional coefficient of 25 during the 
grid voltage sag. From Fig. 16, it is noticed that the stability is 
enhanced with the decrease of the PLL integral coefficient, due 
to the increase of the damping effect. The experimental results 
accordingly further verify the stability analysis.

Capability 1 kW  
Nominal line-to-line voltage 170 V  
Grid resistance 3.5 Ω 0.121 p.u. 
Grid inductance 20 mH 0.217 p.u. 

Converter LC branch Grid impedance

Rg

iabc

DSP controller Current and voltage sensors

Vo
lta

ge
 sa

g 
ge

ne
ra

to
r

uabc

Lg
ugabc

Fig. 14.  Experimental setup.

TABLE II
Experimental System Parameters
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VI. Conclusions

Loss of synchronism of the grid-tied VSCs probably occurs 
during severe grid voltage sags. This paper develops a reduced-
order nonlinear model to describe the dynamic synchronization 
process of VSCs. Based on the model, it is clarified that the 
post-fault grid impedance voltage drop has a significant effect 
on the transient stability, since it introduces an offset term in 
the q-axis voltage (i.e., PLL input signal). By determining the 
target terminal voltage vector, the resynchronization principle 
is analysed from the PLL point of view, according to spatial 
vector tracking relation. Moreover, from the perspective of 
equilibrium points and dynamic characteristics, the impacts 
of grid parameters, current references, and PLL parameters on 
the transient stability are analysed and verified. The results of 
this study could be conducive to guiding the designs of current 
references and PLL parameters for efficiently addressing grid 
faults.
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All-Silicon 99.35% Efficient Three-Phase
Seven-Level Hybrid Neutral Point Clamped/

Flying Capacitor Inverter
Jon Azurza Anderson, Eli J. Hanak, Lukas Schrittwieser, Mattia Guacci, Johann W. Kolar, and Gerald Deboy

Abstract—With the increasing use of photovoltaic systems, a large 
demand for efficient, power-dense and lightweight grid-interface 
inverters is arising. Accordingly, new concepts like multi-level 
converters, which are able to reduce the converter losses while 
still keeping a low construction volume, have to be investigated. 
The hybrid seven-level topology analyzed in this paper comprises 
an active neutral point clamped stage, followed by a flying capacitor 
stage. Compared to a pure flying capacitor converter, the 
combination of these two stages allows to save more than half of 
the capacitor volume, while still having the same requirement for 
the output filter stage, and hence, the same output filter volume. 
Moreover, the topology employs low-voltage devices and ensures low 
conduction and switching losses, resulting in a higher efficiency. The 
principle of operation of the system is briefly reviewed, and based 
on a detailed component modeling, an efficiency vs. power density 
optimization is carried out, for which switching loss measurements 
of state-of-the-art 200 V semiconductors are performed. From the 
optimization, a high-efficiency design is selected and the practical 
hardware realization is discussed. The simulation and optimization 
results are then verified by realizing an all-silicon 99.35% efficient 
three-phase seven-level system, featuring a volumetric power density 
of 3.4 kW/dm3 (55.9 W/in3), a gravimetric power density of 3.2 kW/kg, and 
fulfilling CISPR Class A EMI requirements. Finally, it is shown 
that an all-silicon realization with next generation silicon switches 
can achieve 99.5% efficiency with the same hardware, and 99.6% 
with commercial state-of-the-art GaN switches.

Index Terms—Flying capacitor converter, hybrid active neutral 
point converter, multi-level, PV inverter, ultra-high efficiency.  

I. Introduction

AS photovoltaic (PV) energy generation provides a con-
tinuously increasing share to the net electricity supply 

[1], [2], there is a clear demand for power electronics with 
high efficiency, high power density, low weight and low costs 
[3]–[6]. For PV systems with high capacity factors, which are 
in operation for many hours a day, a high energy conversion 
efficiency is of major importance [7]. With the goal of exploring 
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the efficiency limits, this paper presents an ultra-efficient multi-
level three-phase inverter solution designed for a typical PV 
installation, as conceptually shown in Fig. 1, targeting a peak 
efficiency of 99.5% for a nominal power of 10 kW.

When aiming for ultra-efficient converters, the trade-off 
with respect to losses and volume between active (power 
semiconductors) and passive (magnetic and capacitive) 
components has to be evaluated in detail. As three-phase 
converters are typically hard-switched, an optimum between 
conduction and switching losses that favors large die areas 
and low switching frequencies exists [8]. However, low 
switching frequencies lead to bulky magnetic components. This 
contradiction can be solved by the use of multi-level topologies 
like the flying capacitor converter (FCC), illustrated in Fig. 2(a) 
for the case of seven levels. Multi-level converters reduce the 
inductance requirement of the AC-side inductors for a given 
current ripple amplitude quadratically with respect to the number 
of levels, due to the multi-level output voltage characteristic 
and the increase of the effective switching frequency, leading 
to smaller and more efficient magnetic components [9], [10]. 
Additionally, multi-level converters take advantage of low-voltage 
power MOSFETs, featuring a higher hard-switching figure of 
merit (FOM) compared to high-voltage power semiconductors 
[11]. To achieve a multi-level output voltage characteristic with 
an FCC, capacitors carrying an integer multiple of the lowest cell 
voltage are alternatingly connected to the output during operation. 
However, the capacitance requirement of the flying capacitors 
(FCs), driven by the need to constrain the switching frequency 
voltage ripple across them, is directly proportional to the load 
current (and hence, output power) and inversely proportional 
to the switching frequency [9]. Accordingly, ultra-high power 
densities can be achieved at the expense of an efficiency 
reduction by using high switching frequencies (in the hundreds of 
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Fig. 1.  System overview for transformerless transfer of PV power into the 
low-voltage three-phase grid (400 Vrms, line-to-line). The PV array is typically 
followed by a DC/DC converter for maximum power point (MPP) tracking and 
a three-phase PWM inverter (highlighted), which is the focus of this paper.
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kHz range), that favor the utilization of ceramic capacitors with 
high energy density [12], [13]. However, as already mentioned, 
ultra-efficient hard-switching converters designed for high power 
ratings are typically operated at low switching frequencies (low 
tens of kHz) [14], [15]. These low switching frequencies lead 
to higher capacitance requirements of the FCs, giving a clear 
incentive to research alternatives to the FCC approach, which 
should still offer multi-level voltage characteristics but with a 
smaller capacitance demand. A topology that allows reducing 
by more than half the number of capacitors is presented in 
[16], [17], where a hybrid approach between the active neutral 
point clamped (ANPC) converter and the FCC is proposed (cf., 
Fig. 2(b)), hereafter referred to as the Hybrid Active Neutral 
Point Clamped (HANPC) converter. This topology, besides 
reducing the number of capacitors, enables a further volume 
saving, as only the capacitors with the lowest voltages remain. 

TABLE I
Inverter Specifications

Pnominal 10 kW
Prated, max 12.5 kW
Udc, nominal 720 V
Uac 400 Vrms
fmains 50 Hz
EMI Filter Requirement            Class A

This is advantageous, since the higher the voltage rating of the 
capacitors, the lower the capacitance density, and hence, more 
capacitors have to be arranged in parallel and/or series, as can 
be seen, e.g., for the case of a thirteen-level FCC in [18]. These 
characteristics of the HANPC converter outperform the FCC 
in terms of achieving higher power densities for ultra-efficient 
converters, in particular for three-phase inverters in the 10 kW 
range targeting 99.5% efficiency, as shown in a comprehensive 
multi-level topology evaluation done in [9].

Therefore, this paper focuses on the optimization and hard-
ware realization of an all-silicon ultra-efficient passively-
cooled 12.5 kW three-phase seven-level HANPC (7L-HANPC)  
inverter, and finally experimentally verifies a peak efficiency  of 
99.35% and a power density of 3.4 kW/dm3 (55.9 W/in3) [20]. 
Firstly, the principle of operation of the HANPC converter is 
explained in detail in Section II. In Section III a design opti-
mization is presented for the specifications given in Table I. The 
hardware design and the measurement results are presented 
in Section IV, and finally, the paper is concluded in Section V. 
Additionally, a detailed comparison of the accuracy of electric 
and calorimetric efficiency measurement methods is made in the 
Appendix.

II. Principle of Operation of the HANPC Converter

As the HANPC topology so far has only been employed in 
medium-voltage high-power applications [17], [21], a brief 
review of the principle of operation is provided in the following. 
Each bridge-leg of the HANPC inverter, illustrated in Fig. 2(b) 
for seven levels, consists of two cascaded stages: the ANPC 
stage connected to the DC input voltage and the FC stage finally 
generating the AC output voltage. The ANPC stage switches (T1...4) 
connect the points I and II for positive output voltages ui > 
0 to the positive DC-link voltage rail (DC+) and the DC-link 
midpoint M respectively, and to M and the negative DC-link 
voltage rail (DC-) for ui  < 0, as shown in Fig. 3. This results in grid 
frequency operated ANPC stage switches that have to be rated to 
withstand UDC/2. Following, there is a FC stage (for the case of a 
7L-HANPC it is a four-level FC stage, as shown in Fig. 2(b)), 
whose semiconductors are operated at switching frequency using 
phase shifted PWM, and have to be rated for UDC/6.

The fundamental difference between the HANPC converter 
and the FCC structure is that by actively clamping the FC stage 
to either the high-side or the low-side of the DC-link, the same 
number of levels can be obtained with a HANPC converter 
compared to a FCC. For the HANPC converter, the number of 
levels is given by

Nlev,HANPC = 2 · NFCcell + 1,                             (1)

where NFCcell is the number of FC cells, whereas for the FCC 
bridge-leg the number of levels is

Nlev,FCC = NFCcell + 1.                                 (2)

From (1) and (2) it can be seen that the HANPC converter 
needs half the FC cells compared to the FCC to generate the 
same number of levels. For the case shown in Fig. 2, both the 
FCC and HANPC converter produce a seven-level voltage 
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Fig. 2.  Circuit schematic of a 7L-FCC bridge-leg, which is purely composed 
of low-voltage semiconductors operated at switching frequency (a) and the 
7L-HANPC bridge-leg structure, i.e., a hybrid approach composed of an 
ANPC stage with semiconductors switching at 50/60 Hz, and an FC stage, with 
semiconductors operating at switching frequency (b). Both arrangements are 
shown for phase a of the three-phase (phases a, b, c) inverter topology.
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output, but for the FCC the number of cells is NFCcell = 6, and for 
the HANPC converter only NFCcell = 3 is implemented. This is 
further illustrated in Fig. 3, where it can be seen that the +3...0 
output voltage levels are created by connecting the FC stage to 
the upper half of the DC-link (cf., Fig. 4), whereas the output 
voltage levels 0...-3 are created by connecting the FC stage to 
the lower DC-link half. Hence, the ANPC stage acts as a selector 
switch, where the 0 output voltage level can be created in both 
ANPC stage configurations.

The effective switching frequency applied to the AC-side 
inductor and/or filter stage, which affects the filter design, losses 
and volume, is fsw,eff = NFCcell · fsw , with fsw being the switching 
frequency of the individual stages. The difference in NFCcell 

between both topologies, however, has a minor effect on the 
effective switching frequency as will be made visible by the 
following qualitative analysis: if it is assumed that there is a 
certain loss budget allocation for the power semiconductors of 
the converter, and that for optimizing semiconductor losses the 
die areas of the switches are chosen such that the conduction 
losses and hard-switching losses are similar [8], [22], then the 
FCC can be designed to have approximately equal conduction 
losses and switching losses. To adapt the design to the HANPC 
converter, following Fig. 2, if the conduction losses of half 
the FC cells of the FCC stage are chosen to be the same as 
the conduction losses of the ANPC stage switches (which are 
switching at line frequency and hence have negligible switching 
losses), then the available budget for the switching losses of 
the FC stage of the HANPC converter is equal to that of the 
six cells of the FCC. Therefore, the last three HANPC FC 
cells can switch at twice the switching frequency of their pure 
FCC counterpart switches, hence imposing the same effective 
switching frequency on the filter stage. Following the same 
argumentation, the dimensioning of the capacitance of the FCs, 

which depends on the maximum conduction time,

(3)

shown in Fig. 5, remains similar for the FCC and the HANPC con-
verter [9], [12], [23], since the product of NFC,cell and fsw  remains 
similar. Hence, the dimensioning of the flying capacitors follows

(4)

where Iac,pk is the peak AC current, and ΔUFC,max the maximum 
allowed peak-to-peak FC voltage ripple. This is illustrated in 
detail in Fig. 5, where the two-cell and three-cell FC stages are 
shown for the duty cycle at which tFC,max respectively occurs. For 
the case of a two-cell FC stage, tFC,max occurs for a duty cycle 
of 0.5, while in the case of a three-cell FC stage, tFC,max occurs 
at 0.66 or a duty cycle of 0.33. Hence, to have a conservative 
approach on the FC dimensioning (cf., (4)), it is considered that 
the peak output current Iac,pk occurs for the duty cycles that result 
in tFC,max. By phase shifting the carriers by 2π/NFCcell, natural 
balancing of the FCs occurs regardless of the number of levels, 
as shown in Fig.  5 for CFC1. Therefore, no measurement of the 
FC voltage is required to operate this converter. Further analysis 
of the modulation and switching states of the HANPC converter 
can be found in [17], [19], [21], a variant of the 7L-HANPC is 
presented and discussed in [24], and the natural balancing of FC 
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Fig. 4.  Conduction states of a 7L-HANPC bridge-leg for the positive output 
voltage levels (a-c) and zero output voltage (d). For output voltage levels +3 and 
0, the FCs are shorted by the high- and low-side FC stage switches respectively, 
and for levels +2 and +1, and there are three redundant switching states [19]. By 
ensuring equal conduction times of the three switching states, done by phase-
shifted PWM, the flying capacitors are naturally balanced, as shown in Fig. 5.

Fig. 3.  Conduction states of the ANPC stage for positive and negative output 
voltages, shown for a bridge-leg of the 7L-HANPC. The ANPC stage switches 
(T1...4) are connecting the subsequent FC stage (T5...10) to the upper or lower half 
of the DC-link depending on the sign of the output voltage, while the FC stage 
is continuously switching at switching frequency. It has to be noted that Level 0 
can be created with the FC stage clamped to either the high- or low-side of the 
DC-link.
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voltages by phase-shifted PWM is covered in [25]–[28].
The main waveforms of the 7L-HANPC inverter are shown in 

Fig. 6 for an output EMI filter structure with the star-point of the 

Fig. 5.  Conduction states that charge (blue) and discharge (red) CFC1 for a two-
cell (a) and a three-cell (b) FC stage. Additionally, the duty cycle that leads to 
the longest FC conduction time tFC,max is shown, where it is seen that tFC,max is 
inversely proportional to the number of levels. Due to phase-shifted PWM, the 
FC charge and discharge times remain equal for a whole switching period Tsw.

Fig. 6.  Main waveforms of the 7L-HANPC inverter (cf., Fig. 2(b) and Fig. 7) 
operating with a DC-voltage of 720 V and an output power of 10 kW: mains 
phase voltages, duty cycle for phase a (da), gate signals for the ANPC stage 
switches of phase a, multi-level voltage output of node a- (cf., Fig. 2(b)) 
referenced to the DC midpoint and filter inductor (L) voltage waveform 
of phase a, grid phase currents, and FC voltages of phase a. Note that a third 
harmonic component is superimposed in the modulation to reduce the low-
frequency component of the DC-link midpoint current, as seen for da, with an 
amplitude of one-fourth of the phase output voltage.	

Fig. 7.  EMI filter structure of the final prototype, with two L-C filter stages, 
simultaneously attenuating differential-mode (DM) and common-mode (CM) 
components of the output voltages of the inverter bridge-legs (with reference to 
the DC voltage midpoint) and a CM choke placed before the grid connection 
terminals.

filter capacitors connected to the DC-link midpoint as illustrated 
in Fig. 7. The seven output voltage levels together with the 
voltage applied to L1 are shown for phase a, as well as the grid 
phase currents and the FC voltages, which are naturally balanced 
using phase shifted PWM. Finally, it has to be mentioned that, 
as for all NPC converters, a certain difference of the voltages 
of the upper and lower DC-link half arises due to the midpoint 
current imid (cf., Fig. 7) which has a dominant third harmonic 
component [19], [32]-[34]. However, this voltage difference 
can be reduced by either superimposing a third harmonic (zero 
sequence) to the modulation in such a way that the amplitude of 
the low-frequency part of imid is minimized, or by increasing the 
capacitance of the DC-link capacitors.

III. Design Optimization

To evaluate the most suitable component selection for the 
final hardware demonstrator, a comprehensive optimization of 
the 7L-HANPC inverter is performed, following the flowchart 
presented in Fig. 9. The optimization routine is conducted 
according to the converter dimensioning guidelines presented in 
[9], where for the FC stage, four different types of switches are 
considered, switching in a frequency range between 10 kHz and 
40 kHz:

·two commercial 200 V silicon OptiMOS 3 devices (In-
fineon),

·a virtual prototype of a next generation 200 V silicon 
device (Infineon), for which data has been provided by the 
manufacturer, and,

·the GaN power semiconductors of type EPC2047 (EPC).
For the ANPC stage, however, both 600 V CoolMOS CFD7 

switches (Infineon) and a series-connection of the same low-
voltage switches as used in the FC stage are considered [35]. This 
series-connection of the low-voltage switches shown in Fig. 10 
would lead to the advantage of having the same semiconductors 
in the whole system. Its circuit schematic is similar to an FCC, 
but operated in a two-level configuration by adding balancing 
resistors (Rb) that ensure equal voltage balancing during steady-
state, and capacitors (Cf) of low capacitance that ensure equal 
voltage balancing during the switching transients.
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Since the semiconductors, and in particular the FC stage 
switches, are the largest power loss contributors of the converter 
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Core & Windings
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Fig. 9.  7L-HANPC converter optimization flowchart used to determine the 
Pareto front lines shown in Fig. 10.

(cf., Fig. 11(a)), it is essential to have accurate switching loss data 
in order to obtain reasonable and realistic results in the converter 
optimization. For this reason, switching loss measurements were 
performed for the 11.1 mΩ 200 V Si  switches of Infineon and 
the 10 mΩ 200 V GaN switches from EPC, which are presented 
in Fig. 8.

To comply with the International Special Committee on Radio 
Interference (CISPR) 11 Class A standard [36] on the AC-side, a 
n-stage L-C EMI filter structure is considered in the optimization 
routine (n ｛1,2,3｝), which simultaneously attenuates DM 
and CM noise [37] as the filter stages are referenced to the DC 
midpoint (cf., Fig. 7). The filter design space is restricted by two 
factors: firstly, it should comply with the Class A EMI limits by 
a minimum attenuation margin of 10 dBμV, and secondly, the 
resonance frequency of the filter should be lower than one fourth 
of the effective switching frequency of the converter, to avoid 
unwanted excitation of the filter circuit [9]. For the filter inductor 
L1, modeled and optimized according to [34], nanocrystalline 
cores with helical windings are used in order to reduce the 
losses [14], whereas for the further stage inductors (L2, cf., Fig. 7) 
commercially available inductors are considered. Since low 
losses can be achieved with the L-C structure (cf., Fig. 11), a 
separation of the filter into dedicated DM and CM stages, which 
would increase the component count, is not considered.

Given the efficiency barriers obtained for different semi-
conductor technologies (indicated with the Pareto curves in 
Fig. 10), for the final design the all-silicon approach shown 
with a star is chosen, since the calculated efficiency difference 
between the commercially available silicon devices and GaN 
devices is only 0.25% for the same power density; with the 
introduction of next generation silicon devices, this difference 
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is expected to be reduced to 0.15%. Regarding the ANPC stage 
configuration, the optimization results shown in Fig. 10 suggest 
that using 600 V switches for the ANPC stage (solid line Pareto 
front) offers superior performance both in terms of efficiency 
and power density compared to the series-connected 200 V 
device variant (dashed line Pareto front). This is due to the lower 
Rds,on of the 600 V switches compared to the 200 V switches and 
the need to passively balance the voltage of the 200 V switches 
by means of balancing resistors Rb , shown in Fig. 10. Since low 
switching frequencies yield designs with a high efficiency but 
a large volume, and high switching frequencies yield compact 
but more lossy designs (cf., Fig. 10), the design that is finally 
chosen for the hardware demonstrator reserves place for up 
to six parallel-connected 31 mΩ CoolMOS CFD7 devices for 
the ANPC stage, and two parallel 11.1 mΩ IPT111N20NFD 
devices switching at 16 kHz, resulting in an effective switching 
frequency of 48 kHz for the filter stage. It has to be noted that 
for the case of the 600 V switches, the more switches connected 
in parallel, the lower the losses (negligible switching losses at 
grid frequency), however, at the price of increased cost and 
volume. It is for this reason that, in this optimization, a limit of 
six paralleled switches is considered for the ANPC switches for 
both ANPC stage configurations. The loss distribution of the 
selected design for the realized hardware demonstrator is shown 
in Fig. 11(a) for a power of 10 kW, where it can be observed that 
the semiconductors account for 66% of the total converter losses, 
out of which 84% are caused by the FC switches. The resulting 
contribution of the magnetic components to the loss and volume 

distributions is in the range of 10...15%, since with the relatively 
high output effective frequency and the multi-level output 
voltage waveform, only a small voltage-time area is applied to 
the inductors.

The final filter structure comprises two L-C filter stages, whose 
star point is connected to the midpoint of the DC-link to provide 
a return path for the CM current, as shown in Fig. 7. To further 
mitigate the effects of the unavoidable parasitic capacitance from 
the switching stage Cpar,s to ground, an additional CM-choke 
is placed before the grid connection terminals and a Y-rated 
capacitor CY is connected between earth (PE) and the DC-link 
midpoint. Finally, R-C damping is provided in the second filter 
stage with damping resistors Rd similar to [15], in order to avoid 
larger damping losses that would arise due to the switching 
voltage ripple if damping would be installed in the first stage. 
A list of the main power components used in the hardware 
prototype and their part numbers can be found in Table II.

The volume distribution of the hardware is given in Fig. 11(b), 
where it can be seen that the capacitors are the main volume 
contributors. The FC capacitance is dimensioned by the 
minimum capacitance requirement that is obtained by imposing 
a maximum switching frequency ripple of the FC voltage (see 
(4)), limited here to ΔUFC,max = 5 V. Given the low switching 
frequency and high output current, the capacitance requirement 
is large, i.e., 107 μF for capacitors which operate at nominal 
voltages of 120 V and 240 V. Hence, film capacitors are chosen 
instead of ceramic capacitors, to avoid the need of having to 

TABLE II
Main Components of the Final Design 

The EMI Filter Component Values Are Given per Phase

Component  Value  Part Number

ANPC Stage
Switches 31.0 mΩ

4 paralleled Infineon
CoolMOS CFD7 600 V
IPW60R031CFD7

FC Stage
Switches 11.1 mΩ

2 paralleled Infineon
OptiMOS 3 FD 200 V
IPT111N20NFD

Gate
Driver

10 A Infineon
1EDI60N12AF

L1 113.3 µH
22 turns, Core: F3CC0008
2 mm 5 mm wire

C1 2.2 µF Epcos TDK B32923H3225
L2 15 µH Wuerth Elek. 7443641500
C2 13.2 µF Epcos TDK B32924D3335

Lcm

400 µH
(at 100 kHz)

4 turns, 2.5 mm wire
Vacuumschmelze
2 x T60006-L2030-W358

CDC 240 µF Epcos TDK B32776G4406
CFC 120 µF Epcos TDK B32776G4406
CY 40 nF

Rd 1.65 Ω
pulse withstanding,
through hole

Epcos TDK B32022A3103

Fig. 11.  Loss (a) and volume (b) distribution of the realized hardware (cf., 
Fig. 13), where the loss breakdown is shown for operation at 10 kW.
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parallel-connect  ≈ 200 capacitors per FC, which would also 
lead to approximately a  × 15 price increase of the capacitors. 
However, for converters with a lower power rating (and lower 
load currents) and higher switching frequencies, ceramic 
capacitors are more suitable, since a higher volumetric energy 
density can be achieved [12], [18], [28], [38].

IV. Hardware Implementation and Measurement 
Results

To validate the presented calculations and the suitability of 
the 7L-HANPC topology for ultra-high efficiency applications, 
the hardware implementation of the 7L-HANPC and the main 
measurement results will be presented in the following.

A. Hardware Implementation

The first step to build the 7L-HANPC inverter is to design an 
optimal bridge-leg layout, especially because switching losses 
cause a significant part of the overall losses and depend to a 
large extent on layout parasitics [39]. The implemented layout 
and its schematic arrangement are shown in Fig. 12, where 
particular care has to be taken for the FC stage layout. Since 
there are three FC cells per bridge-leg, there are three switching 
frequency commutation loops that require attention in the layout, 
namely Lc1, Lc2 and Lc3, out of which Lc3 is the most critical for 
two reasons: firstly, the commutation path of Lc3 always closes 
through either the upper side or the lower side DC-link capacitor, 
for which layout symmetry has to be maximized such that Lc3 

is equal for both cases, as seen in Fig. 12; secondly, given that 
the high-side and low-side (partial) DC-link voltages are not 
always equal in value due to the nature of the topology, care has 
to be taken if commutation capacitors are placed between the 
ANPC stage and FC stage switches. Since two capacitors of 
unequal voltage, i.e., the respective DC-link capacitor and the 
commutation capacitor, which has previously been connected 
to the opposite half DC-link capacitor, would be connected 
in parallel, current spikes and ringing would occur when 
commutating the ANPC stage switches. Note that although space 

Fig. 12.  Realization of the hardware layout of a three-phase 7L-HANPC 
inverter bridge-leg, where the FCs (film-type) are placed underneath the PCB, 
and ceramic capacitors are placed on top to improve the switching behavior of 
the MOSFETs. The commutation loop introduced by the connection of the FC 
stage to the HANPC stage Lc3 is the most critical.

is provided to place ceramic capacitors between the ANPC and 
FC stages, this has not finally been done in the current setup (cf., 
Fig. 12). However, Lc1 and Lc2 can easily be optimized by placing 
ceramic (commutation) capacitors in parallel to the (film-type) FCs 
to reduce the size of the commutation loop (cf., Fig. 12), keeping 
the maximum overvoltage of the FC stage switches to 30 V. All the 
gate drivers are placed on separate PCBs, which on the one hand 
has the advantage of keeping the power PCB free from the gate 
driver circuitry for an optimized layout, but on the other hand 
has the disadvantage of increasing the gate loop inductance. This 
inductance is minimized by using low-profile board-to-board 
connectors (Samtec TMM and CLT types) that result in a distance 
between the PCBs of only 2.77 mm (0.11 in). Each switch has its 
own isolated power supply, for which dedicated transformers are 
used to obtain isolated gate voltages of 15 V and -5 V.

The 12.5 kW hardware demonstrator shown in Fig. 13, 
features a volumetric power density of 3.4 kW/dm3 (55.9 W/in3) 
and a gravimetric power density of 3.2 kW/kg. It has to be noted 
that, for the presented measurements, four power MOSFETs 
were connected in parallel for implementing each switch of 
the ANPC stage, however, space was provided in the layout to 
accommodate a total of six parallel switches.

Given the high efficiency nature of the converter, there is no 
need for active cooling, and hence, neither fans nor heat sinks 
are required, thus minimizing the implementation effort and 
increasing the overall reliability of the system. This is particularly 
true for the converter at hand, where the semiconductor losses 
are distributed among many switches: the estimated losses of 
a single ANPC stage switch, housed in a TO-247 three-lead 
package, are of 0.14 W on average, whereas the losses for an 
individual SMD FC stage switch are 0.96 W. Experimental 
measurements yield that at thermal steady-state during operation 
at 10 kW and an ambient temperature of 40 °C, the 600 V 
switches housed in a though-hole TO-247 package have a case 
temperature of 64.8 °C, and that the 200 V switches housed in 

Filter
Stage

FC Stage
Gate Driver PCB

Control PCB

600V
CoolMOSDC Link

AC Output

CFC2

CFC1

DC+

DC-

ZYNQ 7000
System on Chip

Aux.
Power

Fig. 13.  Hardware prototype of the 12.5 kW three-phase 7L-HANPC inverter, 
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a HSOF SMD package have a case temperature of 69.3 °C, 
resulting in a case-to-ambient thermal resistance of 175 °C/W 
and 36 °C/W, and junction temperature of 64.9 °C and 69.7 °C 
respectively.

B. Experimental Waveforms

The main measured waveforms taken with a resistive load 
(i.e., operating the system in inverter mode) are presented in 
Fig. 14 for 10 kW operation, where the unfiltered seven-level 
phase voltage measured at the output node b- with respect to 
the DC-link midpoint and the three phase currents are shown. 
The voltage spikes that can be seen during the voltage zero 
crossings are due to the unequal switching times of the ANPC 
stage and FC stage switches, and last only for some few tens 
of nanoseconds not affecting the overall system performance. 
The DC-link voltage midpoint is controlled by superimposing 
a third harmonic to the sinusoidal modulation of one fourth 
of the output voltage amplitude (cf., Fig. 6), achieving a low 
maximum instantaneous voltage deviation between the upper 
half and the lower half of the DC-link of 8.9 V during nominal 
operation. The FC voltages are naturally balanced by phase 
shifted PWM [25] at their nominal voltages, i.e., at average 
values of UFC2 = 240.5 V and UFC1 = 120.9 V.

C. Efficiency Measurements

The efficiency of the three-phase 7L-HANPC inverter is 
measured both calorimetrically, with the calorimeter presented 
in [3], and electrically, with a Yokogawa WT3000 precision 
power analyzer. The efficiency measurement results of both 
methods are reported in Fig. 15, together with the calculated 
efficiency at VDC = 720 V. A peak efficiency of 99.35% is 
achieved for UDC = 650 V, and 99.30% for UDC = 720 V, where 
all the converter losses are considered, including those of the 
EMI filter stage and the auxiliary power. The fitted European 
weighted efficiency is 99.10%, whereas the California Energy 
Commission (CEC) weighted efficiency is 99.20% [40]. Since 
electrical power measurements with precision power analyzers 
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ib ic

Fig. 14.  Measurements of the seven-level output voltage of a bridge-leg of the 
7L-HANPC inverter shown in Fig. 13 (200 V/div, referenced to the DC-link 
midpoint, 5 ms/div) and the currents of the three phase mains (20 A/div) during 
operation at 10 kW. The experimental waveforms are in accordance with the 
simulation results shown in Fig. 6.

have a large efficiency error band (Δη = ±0.38% at 10 kW, 
leading to the uncertainty of the efficiency measurement 
to be between η = 98.92…99.68%, cf., Appendix), also 
calorimetric measurements were performed in order to accurately 
determine the overall efficiency. The calorimetric approach 
measures the power losses with a relative error smaller than 1% 
for the whole range where measurements were taken [3], leading 
to an efficiency accuracy of Δη = ±0.0065%. The efficiency 
measurement points presented in Fig. 15 are taken with the 
converter at thermal steady-state inside the inner chamber of the 
calorimeter, which is controlled to have an ambient temperature 
of 40 °C, resulting in 2 to 3 hours of continuous operation for 
each efficiency measurement point. However, it has to be noted 
that the electric and the calorimetric loss measurements match 
very well, as also shown in [15], from which it can be concluded 
that the actual accuracy of the power analyzer is substantially 
higher than specified in the datasheet. An in-depth comparison of 
the electric and calorimetric measurement methods is provided 
in the Appendix.

D. Conducted EMI Measurements

The results of the conducted EMI emission measurement 
are presented in Fig. 16, for the frequency range between 
10 kHz and 30 MHz. Two different scans are shown, the first 
one with the peak and average detector for a measurement 
time of 50 ms for frequencies < 150 kHz, and 10 ms 
measurement time for frequencies ≥ 150 kHz, and a second one, 
with the quasi-peak and average detector for a measurement 
time of 1 s. It has to be noted, that for the effective switching 
frequency (48 kHz) resulting from the converter optimization 
described in Section III, the filter dimensioning is limited 
by the need of sufficiently separating the filter resonance 
frequency and the effective switching frequency, in order to 
not excite any filter resonance, and not by the EMI filtering 
requirements. This can be seen in Fig. 16, since for the first 
harmonic above 150 kHz, the attenuation margin is well above 
the 10 dBμV for which the EMI filter design space was 

Fig. 15.  Measured efficiency of the hardware demonstrator (cf., Fig. 13) 
reaching peak values of 99.35% for UDC = 650 V and 99.30% for UDC = 720 V, and 
calculated efficiency characteristic for VDC = 720 V. All efficiency measurements 
are taken at a controlled ambient temperature of 40 °C.
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restricted in the optimization.

V. Conclusion

In this paper, a 99.35% efficient 3.4 kW/dm3 (55.9 W/in3) 
all-silicon seven-level three-phase inverter is presented, setting 
a new benchmark for ultra-high efficient and power-dense 
converters. A topological alternative to the conventional FCC 
is employed, which has the advantage of halving the amount of 
FC cells by making use of a DC-link midpoint connection, and 
an ANPC stage front-end that uses switches rated for half the 
DC-link voltage and is switching at grid frequency. Substantial 
volume savings are obtained by halving the number of FC cells, 
particularly for the case of low switching frequencies, since the 
capacitance requirement to guarantee a certain voltage ripple 
of the FCs is inversely proportional to the switching frequency, 
which is limited for ultra-efficient converters. Additionally, no 
active cooling is required given the high efficiency of the system 
and the fact that the losses are spread among many switches 
and/or power components, reducing the design effort and 
increasing reliability.

With recently available 18 mΩ 600 V CoolMOS CFD7 power 
MOSFETs (Infineon), which have a lower on-state resistance 
compared to the 31 mΩ switches used in this work, the 
efficiency and/or volume could be further improved, as the 
switching losses are negligible at grid frequency. Furthermore, a 
comprehensive optimization shows that it is feasible to reach the 
boundary of 99.5% efficiency with nextgeneration 200 V silicon 
devices, and 99.6% with state-of-the-art GaN devices.

Appendix

Accurate Efficiency Measurements: Electric vs.
Calorimetric Methods

For power converters in the low- and mid-ninety percent 
efficiency range, the efficiency can be directly determined 
using a power analyzer. However, for ultra-efficient converters, 

Fig. 16.  Conducted EMI noise emission spectrum of the hardware demonstrator 
presented in Fig. 13, where the CISPR 11 peak and average detectors are 
used with a 1 kHz step, 200 Hz bandwidth, and 50 ms measurement time 
for frequencies < 150 kHz and a 4 kHz step, 9 kHz bandwidth, and 10 ms 
measurement time for frequencies ≥ 150 kHz. Selected peaks (markers) have 
been measured with quasi-peak and average detectors for a measurement time 
of 1 s.

particularly for those in the 99+% efficiency range [3], [14], [15], 
[41], accurately determining the efficiency characteristic requires 
additional calorimetric loss measurements. In the following, both 
the electric and calorimetric efficiency measurement methods are 
described, followed by a discussion and comparison between them.

A. Electric Efficiency Measurement

The first approach to determine efficiency is to measure the input 
and output powers, Pout and Pin respectively, using a precision 
power analyzer:

(5)

However, since Pout and Pin are large values in comparison 
with the power losses, a small error in the measurement of both 
power values can lead to a large deviation in the measured 
efficiency, and therefore has to be considered accordingly. 
Assuming relative measurement errors, εPout and εPin, the worst-
case absolute error of the efficiency measurement  Δη is

(6)

If the output and input power measurement shows the same 
error, εP , the error of the efficiency measurement can be 
approximated as

(7)

For the case at hand, the Yokogawa WT3000 precision 
power analyzer was used to electrically measure the effi-
ciency. To determine the efficiency measurement error, errors 
are specified for both the DC and the AC power measurement 
as follows: firstly, an error depending on the power reading, εY, 
and secondly, an error depending on the power range in which 
the measurement has been taken, εX. With these two errors, the 
power measurement errors for the DC side input εPdc and the 
three-phase AC power output εPac can be calculated as

(8)

(9)

where X is the power range of the efficiency measurement. For 
an efficiency measurement at 10 kW, (8) yields εPdc = ±0.25% 
and (9) εPac = ±0.13%, leading to a large error of the efficiency 
measurement of Δη = ±0.38%.

B. Calorimetric Efficiency Measurement

For ultra-high efficiency converters, a second approach that 
leads to more accurate efficiency measurements is used, i.e., 
a calorimetric measurement, which by directly measuring the 

P P

P

P P P

P
P

P
P

,



59

power losses Ploss, allows to calculate the efficiency as

(10)

An error in the loss measurement leads to an absolute error in 
the efficiency of only

(11)

where εloss is the relative error in the power loss measurement.
The employed calorimeter is presented in [3], and determines 

the power losses by measuring the coolant volume flow V
.
 and 

the coolant temperature difference between the input and output 
of the calorimeter ΔT , with

(12)

where cp is the specific heat capacity of the coolant, and ρ is 
the mass density [42]. The main advantage of calorimetric 
measurement method is that the power losses can be measured 
independent from the power processed by the converter, and 
its accuracy therefore only depends on the error with which 
Ploss can be measured. In this case, since the accuracy of both V

.
 

and ΔT profit from higher measured values, which occur when 
measuring higher values of Ploss, the accuracy of the employed 
calorimeter increases for higher measured power losses, as 
shown in Table III. Finally, it has to be noted that the accuracy of 
the calorimetric measurements benefit further from calibration, 
which is performed before taking measurements on a device 
under test.

C. Accuracy Comparison of Electric and Calorimetric 
Efficiency Measurements

A general comparison between both measurement methods 
can be done by finding a relation between εP and εloss, which with 
(6) and (11) yields:

(13)

The relation between εP and εloss can be seen in Fig. 17, where 
additionally the errors for the efficiency measurement for the 
converter at hand for 10 kW operation are shown for both the 
electric measurement with the precision power analyzer and the 
calorimeter. It is seen that for the electric efficiency measurement, 
the relative error in the power loss determination is above 50%. 
Accordingly, in order to achieve the same performance as with 
the calorimeter (εloss = 1%), the accuracy when measuring the 
input and output power would have to be 0.003%, which is not 
possible with state-of-the-art precision power analyzers.

Finally, the difference of the efficiency calculation confi-
dence interval for both measurement methods is shown in 
Fig. 18 for the presented converter. It can be seen that for 

operation at two different power levels (2 kW and 10 kW), 
the uncertainty in the calorimetric efficiency measurement is 
much smaller than with an electric measurement.
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Fig. 18.  The confidence interval for the measured efficiency (ηmeas) vs. the real 
efficiency (ηreal) for the presented inverter, where ηmeas = ηreal ± Δη. Both 
electric (Yokogawa WT3000 precision power analyzer) and calorimetric [3] 
efficiency measurements are shown for 2 kW and 10 kW of processed power.

TABLE III
Calorimeter Accuracy Specifications [3]

Ploss Error ( ε loss )

< 10 W < ±3.5 %
< 100 W <

<
±1 %

< 200 W ±0.5 %

Fig. 17.  Graphical representation of the relative power loss calculation error 
εloss as a function of the relative power measurement error εP and efficiency η 
(a), and vice versa (b). The accuracy of the performed efficiency measurements 
with the Yokogawa WT3000 precision power analyzer (square symbol) and the 
calorimeter (round symbol) [3] is shown for a processed power of 10 kW.
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[11]	 G. Deboy, O. Häberlen, and M. Treu, “Perspective of loss mecha-
nisms for silicon and wide band-gap power devices,” CPSS Trans. 
Power Electron. Appl., vol. 2, no. 2, pp. 89–100, June 2017.

[12]	 Y. Lei, C. Barth, S. Qin, W. C. Liu, I. Moon, A. Stillwell, D. Chou, 
T. Foulkes, Z. Ye, Z. Liao, and R. C. N. Pilawa-Podgurski, “A 2-kW, 
single-phase, 7-level flying capacitor multilevel inverter with an 
active energy buffer,” IEEE Trans. Power Electron., vol. 32, no. 11, 
pp. 8570–8581, Jan. 2017.

[13]	 C. B. Barth, I. Moon, Y. Lei, S. Qin, and R. C. N. Pilawa-Podgurski, 
“Experimental evaluation of capacitors for power buffering in single-
phase power converters,” in Proc. IEEE Energy Conv. Cong. Expo. 
(ECCE USA), Montreal, Canada, Oct. 2015, pp. 6269– 6276.

[14]	 L. Schrittwieser, J. W. Kolar, and T. B. Soeiro, “99% efficient three-
phase buck-type SiC MOSFET PFC rectifier minimizing life cycle 
cost in DC data centers,” CPSS Trans. Power Electron. Appl., vol. 2, 
no. 1, pp. 47–58, July 2017.

[15]	 L. Schrittwieser, M. Leibl, M. Haider, F. Thöny,¨ J. W. Kolar, and T. 
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Abstract—Switched reluctance machines receive increased 
attention from the automotive industry because of their cost 
efficiency. However, the independent phase excitation and the 
resulting current reversal demand comparatively large dc-link 
capacitors to meet the requirements regarding the ripple on the 
dc-link voltage and current. This paper validates the effects of the 
usage of a dc-dc boost converter to reduce the size of the dc-link 
capacitor by actively filtering the source current. The active filter 
is compared with the state-of-the-art topology and a passive filter. 
The investigations show that the active filter is able to reduce the 
dc-link capacitance by 80%. The dc-dc converter also provides the 
feature of adjusting the inverter dc-link voltage level independently 
from the battery voltage level. The positive effect of this additional 
degree of freedom on the machine efficiency is investigated and  
due to this feature the total efficiency of the electrical drive train 
remains nearly unchanged despite the extra losses in the dc-dc 
converter. All presented results are based on detailed simulations 
and experimentally validated with a 20 kW switched reluctance 
generator.

Index Terms—Active filters, converters, electric vehicles, reluctance 
generators, reluctance machines.  

I. Introduction

SWITCHED reluctance machines (SRMs) are cost effe-
ctive, robust and very reliable. All these characteristics 

are required in electric generators used, for example, in 
electric vehicle range extenders. However, one drawback of 
SRMs is the comparatively large dc-link capacitor needed to 
smoothen the dc-link voltage caused by the high amount of 
magnetization energy oscillating between the dc-link capacitor 
and the machine [1]–[3]. A high ripple on the dc-link voltage 
is unwanted and increases the risk of over-voltage across 
the semiconductors. Additionally, in cases where the dc-link 
capacitor is directly connected to a voltage source such as a 
battery, a ripple on the dc-link voltage leads to a large source 
current ripple. This current ripple produces ohmic losses in 
the internal resistance of the source. Experiments showed that 
a 20 kW-SRM generator used as range extender for electric 
vehicles can cause extra losses in the battery that reach a few 
hundred watts [4]. The ripple increases even further if electric 
resonant frequencies of the system are excited by the frequency 
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components of the SRM voltage waveforms. 
A large dc-link capacitor increases the size, weight and price 

of the SRM inverter compared to inverters for conventional 
rotating field drives that are based on induction or synchronous 
machines [5]. Recent publications recommend phase switching 
techniques to minimize the size of the dc-link capacitor [1], [2], 
[6]–[8]. These switching techniques are aimed at commutating 
the magnetization energy stored in one phase to the next active 
phase without buffering it in the dc-link capacitor. However, 
the switching techniques assume an overlap between the SRM 
phases. This assumption is only fulfilled by SRMs with at 
least three phases. Additionally, the current in the SRM still 
has to remain actively controllable. Therefore, these switching 
techniques are not applicable for two-phase SRMs and/or 
SRMs in single-pulse operation. 

In [6]–[8], a passive input filter is proposed to reduce the 
ripple on the source current. The presented passive input filter 
consists of an inductance LDC and a dc-link capacitor with the 
capacitance CDC. The active filter proposed in this paper is a 
bidirectional boost dc-dc converter. The dc-dc converter allows 
to actively control the current between the dc-link capacitor 
and the voltage source and, therefore, reduces the ripple on the 
source current. This filter topology is already applied for active 
power decoupling of single-phase systems [11]. However, 
this paper firstly proposed the application of the active filter to 
minimize the dc-link capacitor in switched reluctance drives. 

Beside active filtering, the boost converter is able to eliminate 
the effects of the dc-link voltage level variation due to the battery 
state of charge (SOC) [9], [10]. The voltage of common 400 V 
automotive batteries in the discharged state is 100 V lower than 
that in the charged state [12]. On SRMs in single-pulse operation, 
this has a considerable effect on the machine efficiency [13].

II. Active Filtering Using a DC-DC Converter 
Fig. 1 shows an equivalent circuit model of a two-phase 

SRM inverter connected to a battery via a cable. The battery 
is modeled as an ideal voltage source ubat and an internal 
resistance Ri,bat. The cable, which connects the battery to the 
inverter, is modeled as a serial connection of a resistance Rcable 

and an inductance Lcable. The SRM inverter consists of a dc-link 
capacitance CDC and two asymmetric half bridges with switches 
S1, S2 and S3, S4, respectively. 

The two-phase current iph and the total SRM current iSRM 
during single-pulse operation in generating mode [14] are 
shown in Fig. 1. The instantaneous total SRM current is positive 
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during magnetization, zero during freewheeling and negative 
during demagnetization of one phase. No overlap of the phase 
currents occurs due to the low number of SRM phases. The 
average total SRM current −iSRM = −66.7 A is negative because 
of the generating mode of the SRM. The average current is 
superposed with a very high peak-to-peak ripple (≈ 650%). The 
frequency of the oscillation is equal to the electric frequency of 
the SRM times the number of SRM phases. 

The simulations presented in this paper are carried out using 
MATLAB Simulink [15] coupled with PLECS [16]. The 
SRM is modeled by look-up tables obtained from a stationary 
2D finite element analysis (FEA) [17]. The parameters of the 
investigated SRM are given in Table I. The design of the SRM 
is investigated in detail in [4], [18]. The machine is designed 
for the automotive range extender application and, therefore, 
mainly operates in generator mode at a rated speed and power. 
However, due to the asymmetric rotor, the SRM is able to ramp 
up the combustion engine for starting.

An equivalent circuit model of the proposed active filter 
topology, battery, cable and SRM inverter is shown in Fig. 2. 
For simplification, only one SRM phase is depicted. The dc-dc 
converter consists of two switches SDC,1 and SDC,2, an inductance 
LDC and an input capacitance Cin. The depicted dc-dc converter in 
Fig. 2 is a bidirectional boost converter with uin ≤ uDC. Bidirectional 
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Fig. 1.  Phase currents and total current of a two-phase SRM in generating mode.

TABLE I
Parameters of Investigated SRM 

Parameter Variable Value

Number of phases N ph 2
Number of stator poles N s 12
Number of rotor poles N r 6
Rated dc-link voltage u DC 300 V
Rated speed n mech 7500 rpm
Rated power Pmech −20 kW
Outer core diameter dSRM 220 mm
Stack length lSRM 60 mm
Air gap length lgap 1 mm

operation is required to operate the SRM as an integrated 
starter-generator (ISG), i.e., in motoring and generating mode 
ramp-up of the combustion engine and for nominal operation, 
respectively. If the SRM operates as a motor, the current 
through the inductor (iL > 0) is controlled by switch SDC,1. If the 
SRM operates as a generator, the current (iL < 0) is controlled 
by switch SDC,2. 

A. Control of Average DC-Link Voltage 

The aim of the boost converter is to supply the SRM inverter  
with a reference dc-link voltage u*

DC and simultaneously filter 
the source current ibat. Filtering the source current means 
holding the current through the inductor iL at a nearly constant 
level and thereby ensuring a smooth battery current ibat. This 
can be achieved by controlling the average dc-link voltage ūDC 

instead of the instantaneous dc-link voltage uDC. In a stationary 
operating point, this results in a ripple on the dc-link voltage 
with a frequency that is equal to the electric frequency of the 
SRM times the number of SRM phases.

The average dc-link voltage controller is shown in Fig. 3. At 
the beginning of each voltage period, the average reference 
dc-link voltage ū *

DC is compared with the actual average voltage  
ūDC of the last period . The difference is fed to a PI controller, 
which provides the reference value for the inductor current i*

L. 
Afterwards, a current controller determines the switching 
signals for the boost converter. 

The current through the inductor is controlled with pulse-
width modulation (PWM). The duty cycle d has to be cal-
culated before each PWM period T . The current through an 
inductor is determined by the integration of the inductor voltage 
uL divided by its inductance:

(1)

As mentioned before, only one switch of the bidirectional 
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Fig. 2.  Equivalent circuit of SRM with proposed active filter [13].
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ūDC

i*
L

iL uDC , u in

SDC
PI Controller Current Controller

Fig. 3.  Control of average dc-link voltage with active filter [13].
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dc-dc converter is controlled in each switching period. For a 
positive reference current i*L, the duty cycle is applied to SDC,1.
Vice versa, in the case of a negative current, switch SDC,2 is 
used. Therefore, the voltage uon applied to the inductor during 
the switch conduction interval of the period depends on which 
switch is used:

(2)

When the switches are open, the current conducts through 
the diodes. Depending on the sign of the current, the applied 
inductor voltage uoff is determined by:

(3)

In the case of i*
L = 0, both switches are open and no duty 

cycle is calculated. Assuming constant voltages uDC and uin, the 
current at the end of a PWM period tend can be predicted from 
the quantities at the beginning of the PWM period t0:

(4)

For simplification, voltage drops across the switches and 
diodes are not considered in the shown equations. However, 
they can be easily considered in the controller implementation. 
The duty cycle for the next PWM step can be determined by 
solving (4) for d depending on iL(tend). If center aligned PWM is 
assumed, four different cases have to be distinguished (Fig. 4):

(1) Steady State Continuous Conduction Mode (CCM) 
SRM, dc-dc converter and its controller are in steady 
state. Therefore, the current reference i*L is the same as 
that of the previous PWM period. If iL(tend) = i*L is applied 
to (4), the average current −iL is equal to the reference 

Fig. 4.  Different cases of the predictive PWM-based current controller.

current i*L (Fig. 4(a)). The duty cycle is calculated by: 

(5)

(2) Transient Continuous Conduction Mode (CCM) 
In this case, the current reference i*L has changed com-
pared to the previous PWM period. As shown in Fig. 4(b), 
value iL(t0) is not yet equal to i*L. To achieve steady state 
operation in the next PWM step, iL(tend) = i*L is applied, 
resulting in the same duty cycle dCCM as in (5). Due to 
the control of the average dc-link voltage, the current 
reference changes only at the first PWM step of the dc-
link voltage averaging period. The averaging frequency 
is the electric frequency fel of the SRM times the number of 
SRM phases Nph. If fel · Nph ＜＜  fPWM = 1/T , the average 
deviation from the reference current is negligible.

(3) Discontinuous Conduction Mode With iL(tend) ≠ 0 
If the absolute current reference |i*L| becomes too small, 
the dc-dc converter has to change to discontinuous 
conduction mode (DCM). This is the case if the SRM 
operates in partial load. A control of iL(tend) = i*

L does 
not result in −iL = i*L anymore. With (4), the average 
current in dependence on the duty cycle d has to be 
calculated and resolved for d. Additionally, the interval 
in which the current is zero has to be considered. The 
resulting duty cycle is:

(6)

      with

(4) Discontinuous Conduction Mode With iL(tend) = 0
For very small current reference, the current at the end 
of the PWM period becomes zero. As in case (3), the 
average current −iL = i*L is controlled. Due to iL(tend) = 0, the 
duty cycle is calculated by:

(7)

To reduce the current through the inductor and increase the 
effective total switching frequency, it is possible to use a multi-
phase dc-dc converter [19]. The multi-phase dc-dc converter 
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īL
!= i*

L

(c) DCM, iL (t end ) ≠ 0

iL

t0 t end

īL
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this equation is simplified to:

(9)

whereas iDC(t0) = i*
L − iSRM(t0) is the average current in the 

dc-link capacitor during one PWM period. To improve the 
PWM current controller, the predicted average voltage 
1/2 uDC(t0) + 1/2 uDC(tend) within the PWM step is calculated and 
used instead of the uDC (t0) in (2)-(7). 

Fig. 6 shows simulation results of the dc-link voltage, the 
current through one inductor iL1 of a two-phase dc-dc converter 
and the sum of both inductor currents Σ iL j . The switching fre-
quency is fPWM = 15 kHz. The approach without prediction uses 
the sampled dc-link voltage at t0. The other approach uses the 
predicted average dc-link voltage. In particular, at the minimal 
dc-link voltage, the approach without prediction is not able to 
control the current through the inductor to its reference value. 
This results in an oscillation on Σ iL j. The oscillation has the 
same frequency as the dc-link voltage oscillation. The approach 
with prediction is able to eliminate this oscillation. Only the 
ripple due to the switching frequency has to be smoothened by 
the input capacitor Cin.

B. Filter Topology Comparison 

The state-of-the-art approach to smoothen the iSRM-oscillation 
is a conventional dc-link capacitor (Fig. 1). The resulting battery 
current ibat and the dc-link voltage uDC for the rated operating 
point of the SRM are shown in Fig. 7. The figure depicts the 
simulation results for two dc-link configurations: reduced 
capacitance (CDC =1 mF) and required capacitance to avoid 
battery current reversal (CDC = 5 mF). 

Fig. 7 shows that only the larger dc-link capacitance 
suppresses the battery current reversal. However, the peak-to-
peak ripple on the current is still around 120% of the average 

consists of multiple single dc-dc converters connected in 
parallel as depicted in Fig. 5. For interleaved operation of the 
multi-phase dc-dc converter with NDC parallel phases, the PWM 
signals of each converter leg j are phase shifted by jT /NDC so 
that the resulting effective switching frequency of the converter 
is a multiple of the switching frequency of a single phase. 

The usage of the measured voltages uin(t0) and uDC(t0) at the 
beginning of the actual PWM step in (4) is a simplification. 
It assumes that the voltages between two PWM steps do not 
vary. This does not necessarily apply to the dc-link voltage. The 
difference between uDC(t0) and uDC(tend) depends on capacitance 
CDC and the dc-dc converter switching frequency fPWM = 1/T. 
A better approach is the usage of the average dc-link voltage 
during one PWM period (Fig. 6). This average voltage is not 
measurable at the beginning of a PWM period when the duty 
cycle has to be calculated.

The voltage of a capacitor is described by the integration of 
its current:

(8)

To calculate the dc-link voltage at the end of each PWM step, 
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current. With the smaller dc-link capacitance the ripple reaches 
around 470%. 

The resulting battery current and dc-link voltage for a one-
phase boost converter with fPWM = 40 kHz switching frequency 
used as active filter are also shown in Fig. 7. The ripple on 
the source current is completely eliminated and the battery is 
charged with a dc current. 

The passive input filter presented in [6]–[8] is included in the 
comparison in Fig. 7. The passive input filter consists only of an 
inductance LDC and a dc-link capacitance CDC. It does not have 
switches as the active filter. The passive filter with CDC = 1 mF 
is able to reduce more current ripple than a 5mF-dc-link 
capacitance without any filter.

The comparison of the dc-link voltages shows that only the 
topology with large capacitance reduces the ripple to about 4% 
of the average voltage ūDC = 310 V. All topologies with a dc-
link capacitance of CDC = 1 mF experience a similar voltage 
ripple of approximately 20%. Due to the two-phase SRM, the 
voltage ripple appears twice per electric period. The dc-link 
voltage ripple has a minor influence on the SRM behavior. Due 
to the higher voltage at the unaligned position (θ = 180°el), the 
phase can be magnetized a little faster.

Since the active filter is a dc-dc boost converter, the average 
dc-link voltage of the active filter (ūDC = 335 V) is higher than 
the voltage in other topologies. The filter characteristic of the 
dc-dc converter is applicable if uDC > uin. Otherwise, the diode 
of switch SDC,1 conducts and the current iL is no longer actively 
controllable. The influence of the average dc-link voltage level 
on the SRM behavior will be discussed in Section III-A.

The passive filter is designed for one specific operating point. 
In this paper, for a better comparison between the topologies, 
the passive filter is designed for the rated operating point of 
the investigated SRM. In [6]–[8], a design for the ‘worst case’ 
operating point is recommended. For the observed SRM in 
this paper, this operating point would be at a low speed and 
rated torque. A design for this operating point results again in a 
large capacitance ( > 5 mF) or a large inductance ( > 1 mH). A 
large inductance limits the dynamic behavior of the SRM, e.g., 
during ramp-up. Fast changes of the SRM torque are no longer 
possible because of the slower current gradient (diL/dt ~ 1/LDC ). 

A comparison of the resulting battery current ibat and the dc-
link voltage uDC for two different speeds (rated speed and half 
rated speed) with a passive and an active filter is displayed in 
Fig. 8. The mechanical input torque of the switched reluctance 
generator is kept constant for all operating points at a rated 
torque of −25.5 Nm, resulting in a mechanical input power 
of −10 kW and −20 kW, respectively. It can be seen, that in 
the case of the passive filter, the current ripple increases with 
decreasing speed. At 3750 rpm, the peak current reaches up to 
60 A, i.e., the peak-to-peak ripple is about 200% of the average 
battery current.

With the active filter, different operating points have no 
influence on the battery current ripple. The battery current is 
kept constant for both speeds. In addition, the dc-link voltage 
ripple is affected more for the passive filter at a low speed. The 
investigation shows the major advantages of the active filter 
compared to the passive filter. Its behavior and filter capability 

are independent of the SRM operating point.

C. DC-Link Capacitance Minimization

The main purpose of the dc-dc boost converter is the reduc-
tion of the dc-link capacitance by actively filtering the SRM 
dc power. The dc-link capacitance CDC does not directly affect 
the filtering capability. Only the dc-link voltage oscillation 
and, therefore, the converter control are affected by the dc-link 
capacitance. The effect is investigated in Fig. 9 for the rated 
operating point and a battery voltage of ubat = 250 V. The dc-link 
voltage uDC and the capacitor current iDC are shown. 

The capacitor current is not affected by the capacitance CDC. 
The capacitor current is the difference of the total SRM current 
iSRM and the current through the diode or switch SDC,2. The dc-
link voltage ripple amplitude has an anti-proportional relation 
to the capacitance. In the converter design, the voltage ripple 
needs to be limited to avoid the risk of over-voltage across the 
semiconductors. In addition, the boost converter is only able to 
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apply its filter capability if the dc-link voltage is larger than the 
input voltage. The dc-link capacitance for the inverter is chosen 
to be CDC = 1 mF. This is a reduction by 80% compared to the 
capacitance required by the state-of-the-art topology without the 
filter to avoid battery current reversal (CDC = 5 mF).

The capacitor losses PC can be separated into dielectric losses 
and ohmic losses [20]. Dielectric losses are mainly determined 
by the product of capacitance and peak-to-peak voltage 
ripple. As the dc-link voltage ripple is anti-proportional to the 
capacitance, the product remains constantly independent of the 
dc-link capacitance. The ohmic capacitor losses are affected by 
the rms inductor current. The inductor current remains constant 
for all capacitance variations. Therefore, the capacitor losses 
do not depend on the capacitance. The capacitor losses for the 
built-up capacitor are approximately PC ≈ 6.7 W in the rated 
operating point of the investigated SRM. The losses are small 
compared to the inductor and semiconductor losses and are 
neglected in the following.

III. Measurement Results and Validation 
The proposed active filter is validated by measurements 

on a test bench for electrical drives. The parameters of the 
range extender SRM [4] are the same as investigated in the 
simulations in the previous section. The investigations focus on 
the rated operating point due to the range extender application. 
Especially, the internal combustion engine experiences a 
large efficiency drop under partial load operation. The SRM 
inverter consists of four half bridges of two B6-IGBT-modules 
(HybridPACK 2, Infineon [21]). The two unused phase legs of 
the B6-modules are used for a two-phase dc-dc converter. Each 
inductor is designed for an inductance LDC = 214 µH. The input 
capacitance is Cin = 330 µF and the dc-link capacitance CDC =1 mF. 

A picture of the test bench setup is presented in Fig. 10. It 
shows the SRM inverter and the inductors of the dc-dc converter 
including printed circuit boards (PCBs) for voltage and current 
measurements. Due to the dc-dc converter, the capacitance is 
reduced by 80% (Section II-B). This leads to a volume and 
weight reduction of the drive system, as the capacitor weight 
and volume are proportional to the capacitance. Fig. 10 shows 
that the minimized capacitor (blue rectangle) is approximately 

1 2

3

4

5
6

Fig. 10. Test bench setup: ① SRM. ② Load machine (IM). ③ Torque and 
speed probe unit. ④ Electrical power analyzer. ⑤ SRM inverter with integrated 
dc-dc converter switches. ⑥ DC-DC converter inductors.

the same volume as the additional components due to the dc-
dc converter. This results in a volume reduction by 60% of the 
proposed power electronic topology compared to the state-of-
the-art topology without the filter. 

A. Influence of DC-Link Voltage on SRM

Apart from filtering the source current, the dc-dc converter 
can be used to adjust the dc-link voltage level. The average dc-
link voltage has an influence on the phase current iph and the 
phase-flux linkage ψph of the SRM. Both values are important 
for the losses occurring in the SRM and, therefore, the 
efficiency of the drive system.

Fig. 11 shows the effect of the different dc-link voltages on 
the trajectories of the phase current and phase flux-linkage for 
one electrical period at the rated operating point (7500 rpm, 
−20 kW). The SRM is designed for a battery with a rated 
voltage of 300 V. The minimum voltage at a low SOC level is 
assumed to be 200 V. 400 V is assumed to be the maximum 
boosted voltage. Each operating point is optimized for the best 
efficiency as presented in [22]. The gradient of the flux-linkage 
is proportional to the dc-link voltage. Therefore, the conduction 
time per period increases with decreasing dc-link voltages. The 
efficiency optimization of the control parameters results in an 
increased free-wheeling time with increasing dc-link voltages. 
The peak value of the phase currents remains nearly constant 
for different voltage levels. The rms value of the phase current, 
however, increases for decreased dc-link voltages, as a longer 
conduction time is required. 

The SRM losses are measured on a test bench as well as 
simulated by a coupled 2D-FEA simulation using MATLAB 
Simulink [15] and FLUX 2D [17]. On the test bench, the 
mechanical power is measured with a torque and speed probe 
[23]. The electrical powers are determined by current and 
voltage probes [24], [25] at the terminals of the SRM and 
at the dc terminals. The SRM losses and the inverter losses 
are calculated from the difference of the measured powers. 
Therefore, it is not possible to break down the different loss 
types of the SRM and its inverter. The simulation of the SRM 
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Fig. 11.  Phase current and flux-linkage trajectories for different dc-link voltages 
at mechanical input power Pmech = −20 kW and 7500 rpm.
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considers copper losses in the windings, including ohmic losses 
Pdc and eddy current losses Peddy [26], as well as iron losses Pfe 
in the rotor and stator. Equation (10) is applied to the simulated 
flux density of each finite element to determine the specific 
iron losses pfe [27], [28]:

(10)

The equation is the sum of four Steinmetz terms kB̂β f α,where 
B̂ is the peak flux density and f is the fundamental frequency 
of the flux density [29]. The material-specific so-called 
Steinmetz parameters k, α and β are obtained by fitting of 
loss measurements and given for the used iron sheet material 
NO30 in Table II. Due to the non-sinusoidal flux waveforms of 
SRMs, the improved generalized Steinmetz equation (IGSE) 
[30] is applied to each Steinmetz term. The iron losses Pfe 
are determined from the specific iron losses pfe by volume 
integration and multiplication with the material density as well 
as the stacking factor of the iron sheets.

Mechanical friction losses Pfric including bearing losses and 
windage losses due to the double salient structure of the SRM 
are considered [31], [32]. The losses in the semiconductors 
of the SRM inverter Pinv are calculated according to the data 
sheets provided by the manufacturer [21]. Switching and 
conduction losses in switches and diodes are considered. 

The resulting total losses of the SRM and its inverter at a 
mechanical input power of −20 kW and 7500 rpm are shown 
in Fig. 12. The ohmic copper losses and inverter losses are str-
ongly dependent on the rms current and, therefore, are reduced 
at higher voltages. The iron losses depend on the peak flux-
linkage and the gradient of the flux linkage dψ/dt. According 

TABLE II
Iron Loss Parameters for Material NO30 [27]

k1 = 2.03 · 10− 2 α 1 = 1 β1 = 1.76
k 2 = 2.63 · 10− 5 α 2 = 2 β2 = 2
k 3 = 7.02 · 10− 6 α 3 = 1.5 β3 = 1.5
k 4 = 4.43 · 10− 4 α 4 = 2 β4 = 4.89

PSRM measured
Pinv measured
P inv simulated

Pfric simulated
Pfe simulated
Pdc simulated
Peddy simulated
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Fig. 12.  Influence of different dc-link voltages on SRM losses.

to the observation from Fig. 11, the iron losses increase for 
increased dc-link voltage level. 

Simulation and measurement results show good correlation. 
The simulated losses are lower for all observed operating 
points. This might be due to non-simulated effects such as 
conducting resistance between connections and the thermal 
dependency of the iron loss parameters. The measurement 
inaccuracy of the torque sensor is approximately ±25 W at  the 
rated SRM power [23].

The overall losses decrease with an increasing dc-link 
voltage level. Between 200 V and 350 V, the measured 
efficiency improves from η200V = 87% to η350V = 88.5%, i.e., 
Δη ≈ 1.5%, and decreases only slightly for 400 V. If only the 
SRM and its inverter are considered, it is recommended to 
operate the SRM at a dc-link voltage of 300 V or higher.

B. Influence of DC-Link Voltage on DC-DC Converter 

Similar to the SRM and its inverter, the efficiency of the dc-dc 
converter also depends on the choice of the dc-link voltage. As 
visible in (4), the current through the inductor depends on the 
input voltage uin and the difference between input voltage 
and dc-link voltage Δu = uin − uDC. The measured inductor 
currents of one-phase iL1 and dc-link voltages for a battery 
voltage of ubat = 325 V at −20 kW and 7500 rpm for different 
levels of average dc-link voltages are shown in Fig. 13. The PWM 
current controller with a switching frequency fPWM = 10 kHz 
and an average dc-link voltage prediction, as explained in 
Section II-A, is implemented. 

The average inductor current iL1 is independent of the 
average dc-link voltage. The current is determined by the 
battery voltage, the mechanical power of the SRM and 
the number of dc-dc converter phases. The ripple on the 
current increases with the voltage difference Δu because the 
gradient diL/dt during magnetization is proportional to this 
difference. The gradient of the current during demagnetization 
is proportional to the input voltage (equation (4)). Hence 
this gradient is constant for all cases. It can be noted that the 
inductor saturates around |iL| = 45 A. Fig. 13 also shows that 
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Fig. 13.  Measured inductor current and dc-link voltage trajectories for different 
average dc-link voltages at ubat = 325 V.
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the ripple on the dc-link voltage depends on the average dc-link 
voltage level. The ripple decreases for increased voltage levels. 

The resulting simulated inductor losses PL and the simulated 
losses in the IGBTs and diodes of the dc-dc converter are 
depicted in Fig. 14. The semiconductor losses are separated 
into switching losses Psw and conduction losses Pcond. Again the 
measurements show only the total dc-dc converter losses PDCDC. 
Therefore, the simulation results are used to separate the losses 
by their origin.

The IGBT switching losses depend on the switching fre-
quency, the voltage across the device and the current during turn-
on and turn-off. The switching frequency is the same for all 
investigated average dc-link voltage levels. The negative current 
peaks and the voltage difference between input and dc-link 
voltage increase for higher average dc-link voltages (Fig. 13). 
Therefore, the IGBT switching losses increase. 

The conduction losses are mainly affected by the rms current 
through the semiconductors. The duty cycle determines the 
ratio of the period in which the switch is closed and the current 
conducted through it. The average absolute duty cycle |d̄| per 
electrical period decreases with increasing average dc-link 
voltage. Therefore, depending on the duty cycle, the conduction 
losses of the IGBTs decrease while the conduction losses of 
the diode increase with an increasing dc-link voltage. The total 
semiconductor losses of the dc-dc converter increase with an 
increasing dc-link voltage. 

Similar to the losses in an SRM, the losses occurring in the 
inductors consist of iron losses and copper losses. The inductors 
are built with ferrite cores and litz wire. The flux density in 
the inductor is calculated in an analytical approach. Due to 
the non-sinusoidal current waveforms, the iGSE is used [30]. 
Eddy currents are neglected in the copper loss calculation of 
the windings because high-frequency litz wire is used. For the 
considered operating points, the copper losses clearly dominate 
the iron losses. Therefore, the inductor losses increase slightly 
with the increasing average dc-link voltage as the rms inductor 
current increases slightly with a higher current ripple.

In conclusion, the losses in the dc-dc converter are mainly 
determined by the switching losses. The switching losses can be 
reduced by reducing the switching frequency of the converter 
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Psw, diode simulated
Psw, IGBT simulated
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PL simulated
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Fig. 14.  Losses of dc-dc converter at battery voltage ubat = 325 V .

[13]. However, this reduction is limited by the saturation of the 
inductor at the negative peak current. To increase the current 
level at which the inductors start to saturate, the magnetic cross 
section of the core has to be increased. A trade-off between 
the inductor size and dc-dc converter losses has to be made. 
As shown in Fig. 14, at a switching frequency of 10 kHz, the 
measured efficiency of the dc-dc converter ηDCDC = Pel,out/Pel,in is 
above 98.9% for all operating points. 

C. Total Drive Train Efficiency 

The total drive train efficiency ηΣ = Pel,out/Pmech without a 
dc-dc converter is shown by the dashed line in Fig. 15. The 
previously investigated battery voltage levels are marked with 
dots on this dashed trajectory. In addition, Fig. 15 presents the 
efficiency of the electric drive train consisting of SRM, machine 
inverter and dc-dc converter with a reduced dc-link capacitance 
(solid lines). The presented validation is simulation based to 
generate a complete efficiency map. The simulation assumes 
an inductor design which is able to boost the minimum battery 
voltage of ubat = 200 V to the maximum allowed average dc-link 
voltage of uDC = 400 V of the SRM drive train without reaching 
magnetic saturation. The horizontal gaps between the dots on 
the dashed line and the starting points of the trajectories with 
dc-dc converter result from the converter control condition 
uDC > uin.

For a battery voltage of ubat = 200 V and an average dc-link 
voltage uDC between 240 V and 350 V, the losses with the use of 
a dc-dc converter are lower than the losses without the use of a 
converter (dot at 200V on w/o converter trajectory). Therefore, 
for this operating points, the dc-dc converter increases the total 
efficiency of the electric drive train in addition to reducing the size 
of the dc-link capacitance and the dc-power filtering. For higher 
battery voltages, the losses with a dc-dc converter are higher than  
that without a dc-dc converter. In the worst case at ubat = 300 V, the 
absolute difference between the efficiency with and without 
the converter is Δη = 0.56% of the absolute mechanical SRM 
power. Therefore, the total drive train efficiency remains nearly 
unchanged despite the extra losses in the dc-dc converter.

D. Transient Behavior of the Active Filter 

To examine the dynamic performance of the dc-dc converter 
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Fig. 15.  Simulated total drive efficiency for different battery voltages at 
mechanical input power Pmech = −20 kW and speed n = 7500 rpm.
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controller, an instantaneous load step of the SRM is investigated. 
Due to the highly dynamic behavior of an SRM, a load change 
within one electrical period 1/fel is feasible. This investigation is 
a worst case scenario. Indeed, in a range extender application, 
load ramps over a few seconds are more realistic. Fig. 16 shows 
the load step response from half rated torque to rated torque 
after 2.5 electrical SRM periods (t = 3.3 ms). A constant speed 
is ensured by the load machine of the test bench.

Due to the load step, the average dc-link voltage ūDC in-
creases. The PI controller responds to this increase by de-
creasing the current reference i*L. After approximately Δt = 8 
ms (six electrical SRM periods equal one rotation of the SRM 
rotor), steady state operation is reached. The experiment proves 
that the controller of the dc-dc converter is able to respond to 
highly dynamic load changes. 

Fig. 17 presents the transient behavior under motoring operation. 
In the range extender application, the motoring operation is 
only used to ramp up the combustion engine. In the first step, 
the dc-link is precharged to uDC = 400 V. At t = 10 ms, an 
constant average torque is applied to ramp up the system from 
standstill to n = 2000 rpm. Due to the low speed, the SRM does 
not operate in single-pulse operation but in hysteresis current 
control. For this reason, the dc-link voltage controller operates 
at a fixed sampling rate instead of the average dc-link voltage. 
The dc-dc converter operates in DCM due to the lower required 
power compared to the rated operating point. The validation 
proves that the controller of the dc-dc converter is capable of 
handling the dynamic load change of the ramp-up routine.

IV. Conclusion 
The investigations in this paper have shown that by using a 

dc-dc converter, it is possible to actively filter the source current. 
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Fig. 16.  Measured load step from Pmech = −10 kW to Pmech = −20 kW at constant 
speed n = 7500 rpm, ubat = 375 V and ū*

DC = 395 V.
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torque T = 6.3 Nm, ubat = 300 V and ū*

DC = 400 V.

With the dc-dc converter, the value of the dc-link capacitor can 
be reduced by 80% compared to the state-of-the-art solution. 
The hardware setup showed that this results in a volume 
reduction by 60%. Contrary to the behavior of a passive filter, 
the operating point of the SRM has no effect on the filter quality. 
Additionally, the investigations have shown that the ability of 
the dc-dc converter to adjust the dc-link voltage independent 
of the state of charge of the battery improves the efficiency of 
the investigated switched reluctance machine and its inverter. 
The total efficiency of the electric drive train, therefore, remains 
nearly unchanged despite the extra losses in the dc-dc converter.
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Origin and Quantification of Increased
Core Loss in MnZn Ferrite Plates of a

Multi-Gap Inductor
Dominik Neumayr, Dominik Bortis, Johann W. Kolar, Stefan Hoffmann, and Eckart Hoene

Abstract—Inductors realized with high permeable MnZn 
ferrite require, unlike iron-powder cores with an inherent dis-
tributed gap, a discrete air gap in the magnetic circuit to prevent 
saturation of the core material and/or tune the inductance value. 
This large discrete gap can be divided into several partial gaps 
in order to reduce the air gap stray field and consequently the 
proximity losses in the winding. The multi-gap core, realized by 
stacking several thin ferrite plates and inserting a non-magnetic 
spacer material between the plates, however, exhibits a substan-
tial increase in core losses which cannot be explained from the 
intrinsic properties of the ferrite. In this paper, a comprehensive 
overview of the scientific literature regarding machining induced 
core losses in ferrite, dating back to the early 1970s, is provided 
which suggests that the observed excess core losses could be 
attributed to a deterioration of ferrite properties in the surface 
layer of the plates caused by mechanical stress exerted during 
machining. However, in a first experimental analysis no structural 
evidence for a deteriorated layer close to the surface is identified 
by means of Scanning Electron Microscopy (SEM). Therefore, 
in a next step, a new calorimetric measurement setup based on 
temperature rise monitoring is proposed in this paper in order to 
quantify and differentiate between core losses associated with the 
bulk and the surface of the ferrite plates and therefore to pinpoint 
the measured excess core loss to shallow layers of ferrite with 
deteriorated magnetic performance. Electrical measurement of 
the surface related core losses utilizing the widely accepted two-
winding wattmeter method with reactive power compensation is 
outlined in the appendix but was not employed in this work due to 
comparably low measurement accuracy. By means of the proposed 
measurement technique, the bulk and surface core loss density of the 
MnZn ferrite material 3F4 from FerroxCube was determined for 
sinusoidal flux density amplitude varying from 75 mT up to 200 mT 
and excitation frequencies ranging from 200 kHz to 1 MHz. The 
measured core loss densities (W/cm3) show good agreement with 
the Steinmetz model provided by the manufacturer validating 
the proposed calorimetric core loss measurement technique. The 
measured surface loss density (W/cm2) can also be well predicted 
with a Steinmetz model, whereby the frequency exponent α in the 
surface is slightly smaller and the flux density exponent β is slightly 
larger compared to the Steinmetz parameter of the bulk ferrite. It 
is shown that the ratio between surface and bulk core losses of a 
composite core assembled from individual plates is only a function 
of plate thickness and does not depend on the actual cross section 
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area. Critical plate thickness is then defined to be reached when 
the total power loss in the composite core has doubled compared 
to a solid (single-piece) core sample. This new quantity provides 
a very helpful figure for multi-gap inductor designs. Besides the 
deteriorated surface layers, several other mechanisms potentially 
contributing to increased core losses in multi-gap inductors were 
identified and are finally discussed in the appendix of this paper: 
flux crowding in the core due to tolerances and imperfections 
in machining and assembly; deterioration of ferrite properties 
due to pressure buildup in the stack of plates during the curing 
of the employed epoxy resin; ohmic loss in the ferrite associated 
with the current flowing in the conduction path provided by the 
low impedance of the ferrite material at high frequencies and the 
parasitic capacitance between winding and the ferrite core.

Index Terms—Distributed air gap, high Q inductor, machining 
induced loss,  MnZn ferrite, multi-gap inductor, surface loss.  

I. Introduction

IN high power density converter systems, the switching 
frequency is increased substantially in order to strongly 

reduce the required inductance value and the volume of the 
employed power inductor. Very compact input inductors of 
PFC rectifiers and output inductors of inverters or DC/DC 
converters also feature a high current ripple which demands  
suitable core materials — at high frequencies preferable ferrite 
— and sophisticated inductor designs in order to keep the core 
and winding losses to a minimum. Inductors realized with 
high permeable ferrite materials require, unlike iron-powder 
cores with an inherent distributed gap, a discrete air gap in the 
magnetic circuit to prevent saturation of the core material and/
or tune the inductance value. This large discrete air gap can 
be divided into several partial gaps in order to reduce the air 
gap stray field and consequently the proximity losses in the 
winding, especially if copper foil is used to implement the 
winding (cf., Fig. 1(a) and (b)). If the partial gaps are distributed 
over the entire length of the inner limb of an E-type core, the 
H-field in the winding window shows a quasi one-dimensional 
field distribution running in parallel to the inner limb [1]–[3]. 
This allows to implement the winding with copper foil which 
achieves a higher filling factor compared to HF litz wire, since 
the individual layers of the foil winding are aligned in parallel 
with the H-field and excessive eddy current losses can be 
avoided. 

Following this idea, ETH Zurich together with Fraunhofer 
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Institute for Reliability and Microintegration (IZM) and Fraza 
company developed compact multi-gap foil winding induc-
tors to realize a 8.2 kW/dm3 (134 W/in3) single-phase, full-
bridge based PV inverter for the GOOGLE and IEEE Little 
Box Challenge (LBC) targeting the realization of the world 
smallest 2 kW inverter [7]. In order to achieve soft-switching 
throughout the mains period, Triangular Current Mode (TCM) 
modulation was employed resulting in a variable switching 
frequency in the range of 200 kHz -1 MHz for an inductance 
value of 10.5 µH. These system parameters were obtained from 
a Pareto optimization as described in detail in [6]. A picture of 
the realized inductor with dimension (14.5 × 14.5 × 22) mm3 is 
shown in Fig. 1(c). The inner limb of the inductor is composed 
of 24 × 0.6 mm thick stacked ferrite plates with 80 µm partial 
air gaps between the plates, resulting in a total air gap length 
of 1.92 mm. The inner limb is surrounded by the foil winding 
with a total of 16 turns, where each turn is composed of four 
parallel 20 µm thin copper foils which are mutually isolated 
with a 7 µm thin layer of Kapton. Furthermore, a sophisticated 
winding arrangement is used as shown in Fig. 1(b), which 
forces the current to flow evenly distributed in all four parallel 
copper layer, thus counteracting the skin and proximity effect 
[4], [5], [8], [9]. Moreover, the arrangement features both 
connection terminals at the outside of the winding where the 
magnitude of the H-field in the winding window is small, 
reducing losses caused by the termination of the foil winding, 
where it is difficult to keep the copper foil aligned with the 
H-field, to a minimum. The used core material is DMR 51 from 
the manufacturer DMEGC, a MnZn ferrite optimized for the 
frequency range of 1 MHz - 2 MHz (similar in performance to 

1

2
(a) (b)

(c)

Fig. 1.  (a) Structure of the foil winding multi-gap inductor with the center limb 
of the E-type core being composed of stacked ferrite plates. (b) Foil winding 
arrangement to achieve equal current sharing in parallel foils which has both 
connection terminals at the outside of the winding [4], [5]. (c) Hardware picture 
of the realized 10.5 µH multi-gap HF inductor employed in the Google Little 
Box Challenge converter [6].

3F4 from Ferroxcube or PC200 from TDK).
All technical specifications of the multi-gap inductor are 

summarized in Table I and impedance analyzer measurements 
are presented in Fig. 2. It can be seen that the implemented 
multi-gap foil winding inductor exhibits an excellent quality 
factor of 600 –700 between 200 kHz –1 MHz and a high 
resonance frequency of around 7.2 MHz.

Unfortunately, experimental measurements at an early stage 
of development revealed a substantially higher power loss than 
expected. By means of core loss measurements and thermo-
graphic inspection, the origin of additional losses could be 
attributed to the stacked ferrite plates constituting the center 
limb of the core. For this reason, the number of partial gaps was 
reduced from initially 50 to just 24 in the final inductor design 
(cf., Table I). Upon consultation of scientific literature and 
further experimental investigation, four main reasons for the 
increased core losses were identified:
·Formation of deteriorated ferrite layers at the plate sur-

faces due to mechanical stress introduced during machin-
ing.

TABLE I
Technical Data of the Multi-Gap Foil Winding Inductor

Inductance 10.5 µH
Quality factor ≈ 600 between 200 kHz 1000 kHz
RAC 14 mΩ 120 mΩ between DC 1 MHz
Dimension (14 .5 × 14.5 × 22) mm3

Foil Winding
2 × 8 turns
4 parallel 20 µm copper foils
7 µm Kapton layer isolation

Core

MnZn Ferrite DMR 51 / DMEGC
24 × 80 µm air gaps
0.61 mm thick stacked plates
(6 .6 × 9.6 × 17.5) mm3 center limb dimension

103 105 106 5.106104

Frequency (Hz)
(a)

100 700

500

300

100

50

0
R

es
is

ta
nc

e 
(m

Ω
)

Q
ua

lit
y 

Fa
ct

or

R1MHz =120mΩ

RDC=14mΩ f =1MHz

104

102

100

10-2
103 104 105 106 107 108

Frequency (Hz)
(b)

Im
pe

da
nc

e 
(Ω

)

fres =7.2MHz

Fig. 2.  Small-signal impedance analyzer measurements with Agilent 4294A of 
the multi-gap inductor depicted in Fig. 1(c). (a) Winding resistance and quality 
factor with respect to frequency. (b) Impedance with respect to frequency.
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·Flux crowding in the multi-gap core due to tolerances and 
imperfections in machining and assembly (Appendix A).

·Deterioration of ferrite properties due to pressure buildup 
in the stack of plates during the curing of the employed 
epoxy resin (Appendix B).

·Ohmic loss in the ferrite associated with the current 
flowing in the conduction path provided by the low 
impedance of the ferrite material at high frequencies and 
the parasitic capacitance between outer layer of the foil 
winding and the ferrite (Appendix C).

For the sake of brevity, only the surface loss related mech-
anism will be addressed in detail in this paper since it is by 
far the most significant contributor to the excess core loss. 
However, the interested reader is referred to the respective 
Appendix of this paper for a brief discussion of the other loss 
mechanism. The main scientific contribution of this work is 
an experimental method which allows to differentiate between 
core losses associated with the bulk and the surface of the ferrite 
plates required to implement the multi-gap inductor design 
and thus to pinpoint the measured excess core loss to shallow 
surface layers of ferrite with deteriorated magnetic performance 
as suggested in scientific literature dating back to the ’70s. 
Moreover, the proposed technique allows to assess modern 
ferrite materials regarding their applicability in multi-gap 
inductor designs.

In Section II of this paper, the most important analyses 
and findings are shown in the literature regarding the impact 
of mechanical processing, such as cutting and grinding on 
the magnetic properties of ferrite are summarized and a 
microstructural analysis of the machined ferrite surface is 
presented. In Section III, mathematical expressions are derived 
to quantify core and surface loss densities from experimental 
temperature rise measurements using multi-gap core samples 
assembled from machined ferrite plates with distinct thicknesses. 
Moreover, the employed experimental setup based on Infrared 
(IR) thermometry is outlined. The proposed technique is then 
applied to characterize the MnZn ferrite material 3F4 at several 
peak flux densities and frequency values, that is to say at 
operating points｛  ,  f｝which resemble the Google Little Box 
Challenge application. The obtained experimental findings are 
presented in Section IV and subsequently discussed in Section V 
where the ratio between bulk and surface core loss is illustrated. 
Section VI concludes the paper and provides an outlook for 
future research.

II. Machining Induced Increase of Core Loss

The correct dimensions of ferrite plates or cuboidal pieces need-
ed to implement a multi-gap core are typically not off-the-shelf 
available and must be machined from a larger ferrite piece. One 
option is to cut the plates from a long sintered ferrite bar using a 
precision saw as depicted in Fig. 3(a). Since ferrite is a very hard 
and brittle ceramic, the saw must be equipped with a diamond 
blade. As a consequence of the cutting process with the abrasive 
diamond particles, a mechanical stress is introduced into the 
ground surface of the plate. As will be summarized in the 
following, it is claimed in the scientific literature that the exerted 

mechanical stress is deteriorating the magnetic properties of the 
ferrite in a thin layer just underneath the surface resulting in an 
increase of overall core loss (cf., Fig. 3(b)).

The first investigations regarding the impact of mechanical 
stress on the properties of ferrite were conducted by E. Stern 
and D. Temme back in 1964 [10]. They observed that mechan-
ical pressure applied to a toroidal core changes the remanent 
magnetization, coercive force and the shape of the BH-loop. 
They also claimed that compressive stress can result from 
abrasive machining and predominantly affects the ferrite close 
to the machined surface. Investigating several materials such as 
Garnet, NiZn and MgMn ferrite, Stern and Themme concluded 
that only magnetostrictive core materials are strongly affected 
by mechanical stress.

In 1970 John E. Knowles investigated how uniaxial stress 
affects the initial permeability — temperature curve, μi (T ), of 
MnZn ferrite with different MnO/ZnO ratios [11]. Knowles 
compared the μi (T ) curve of sintered and ground toroid core 
samples and learned that the permeability of the machined 
toroids (abrasion with a belt grinder or sandpaper) was lowered 
at high temperatures and raised at lower temperatures resulting 
in a sharp bend in the μi (T ) curve and that the samples with 
higher MnO/ZnO-ratio were more sensitive. Knowles argued 
that the immense local pressure exerted during the grinding 
process caused a compressive stress in the surface layer and, 
consequently, a tensile stress in the interior of the ferrite. He 
further argued that it was hence possible for the compressed 

n
Ferrite Bar

Bulk Ferrite
Loss Density κ  

Surface Layer 
Loss Density κs

Ground 
Surface

Diamond 
Dicing Saw

Abrasive Diamond

(a)

(b)

z
y

x

db   

dp   

ds   ds   

Φ

Fig. 3.  (a) Cutting thin ferrite plates or cuboidal pieces from a long bar using a 
precision saw equipped with a diamond blade. (b) Abrasive machining causes 
residual mechanical stress in the ground surface; the magnetic properties of 
ferrite are degraded in these shallow layers and feature a much higher core loss 
density as opposed to the ferrite with intrinsic properties in the bulk of the plate.
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surface to influence the magnetic properties of the bulk ferrite. 
However, how much the properties of the bulk are affected 
depends on the exerted stress in the interior of the ferrite which 
is a function of geometry and size. In a follow-up publication 

in 1974, Knowles found that the loss factor, , of a ferrite 

pot core at 100 kHz increased by up to 33% after machining the 
mating and air gap surfaces with a diamond-wheel precision 
grinding machine [12]. Knowles experimentally determined that 
the grinding process causes a very large residual compressive 
stress in the surface layer with magnitude of up to 700 MN/m2 

(almost the ultimate compressive stress of the material) reducing 
almost linearly towards the interior of the sample, becoming 
negligible at a depth of 5 µm below the surface. In another 
experiment, Knowles applied manually a pressure to both flat 
faces of a toroidal core in order to investigate the dependency 
of the loss factor, permeability and coercitive force on the 
compressive stress in the ferrite. Based on the results, Knowles 
estimated that the average loss factor of the ground surface is 
roughly 350 times larger than the intrinsic loss factor of the 
examined MnZn ferrite material. The magnetic properties of a 
ferrite rod subject to tensile and compressive stress were also 
studied by E. C. Snelling [13]. Snelling applied either a tensile 
or compressive stress and recorded the permeability, the residual 
and hysteresis loss factor and the coercitivity of the MnZn 
ferrite sample. In close agreement with Knowles, Snelling 
observed that above 30 °C tension reduces the permeability and 
compression increases it and below about -10 °C the opposite 
is true. Snelling could also show that for both compressive and 
tensile stress, the residual and hysteresis loss factors increase.

Kloholm et al. determined the magnetostrictive response of 
thin MnZn and NiZn ferrite plates (1 cm × 4.2 cm × 90 µm) 
as the applied magnetic field was decreased from saturation to 
magnetic remanence [14]. Additional abrasion of one side of 
the ferrite specimen with 180 grit SiC polishing paper caused 
a marked increase in magnetostrictive response of the sample, 
indicating that a deteriorated ferrite layer is formed underneath 
the machined surface. By knowing the magnetostriction con-
stant of the investigated materials, Klokholm et al. estimated 
that the thickness of the deteriorated layer is about 40 µm - 50 µm 
in case of the MnZn ferrite and around 90 µm - 100 µm in the 
investigated NiZn ferrite.

The influence of machining on the properties of ferrite has 
also been studied extensively with respect to magnetic storage 
systems. NiZn and MnZn ferrite ceramics are widely used as 
recording head materials and are finished to a high degree of 
precision by diamond grinding and lapping. The finished ferrite 
surface is found to have a shallow magnetically inactive layer 
causing recording head performance to deteriorate [15]–[17].

For the sake of completeness it should furthermore be noted, 
that recently [18]–[20] reported that the cutting process has also 
a substantial influence on the ferromagnetic material properties 
of steel sheets used to manufacture laminated iron cores for 
electric machines.

A. Microanalysis of MnZn Ferrite Surface

From the review of the scientific literature it can be concluded 

that ferrite is extremely sensitive to mechanical stress and 
machining likely deteriorates the magnetic properties. In order 
to find structural evidence of a deteriorated layer close to 
the surface and assess the surface condition of the machined 
MnZn ferrite plates, a Scanning Electron Microscopy (SEM) 
analysis was performed and the results are depicted in Fig. 4. 
In Fig. 4(a) the surface with clearly visible individual grains of 
a sintered MnZn ferrite sample (3F4) is shown where no sub-
sequent (i.e., after sintering) machining process was applied. In 
contrast, the ground surface as a result of cutting the plate from 
a long ferrite bar with a diamond saw is depicted in Fig. 4(b), 
showing deformed grains and grooves formed by the abrasive 
diamond particles. In order to assess the morphology of the 
ferrite underneath the surface, Focused Ion Beam (FIB) milling 
was performed as shown in Fig. 4(c) to expose the bulk ferrite 
material. The close-up view in Fig. 4(d) clearly indicates micro 
cavities and cracks roughly 5 µm - 10 µm below the surface. 
Fig. 4(e) depicts the plate surface after removing roughly 
500 µm of material by means of abrasive polishing with SiC 
grinding paper and gradually decreasing the grain size from 
22 µm down to 5 µm, using water as a lubricant. The last 
polishing step was performed with colloidal silica suspension 
with a grain size of 60 nm and a soft polishing cloth. Fig. 4(f) 
depicts the lateral view (i.e. orthogonal to the machined surface) 
of the ferrite sample embedded in a Bakelite support after 
removing roughly 1 mm of material to expose the bulk. From 
Figs. 4(e) and (f) it becomes clear that the cavities and cracks 
identified in Fig. 4(c) are not caused by mechanical stress 
exerted during cutting, but are the result of imperfections in the 
sintering of the MnZn ferrite. It should be noted that this is not 
vendor but rather process or technology specific, since the same 
cavities and cracks were also visible in ferrite samples from 
other vendors.

However, the presented SEM microanalyses did not reveal 
any structural abnormality which would allow to actually 
pinpoint the excess core loss to shallow layers of ferrite with 
deteriorated magnetic performance as suggested in the literature. 
Therefore, an experimental approach is derived in the following 
which allows to differentiate between core losses associated 
with the bulk and the surface of the examined ferrite plates.

III. Quantification of Surface Losses

The nonlinear characteristics of magnetic core materials 
require large-signal measurements to determine core losses ac-
curately. It is a common technique to experimentally measure 
core losses for sinusoidal excitation of different amplitudes and 
frequencies and then obtain the parameters of the well known 
Steinmetz Equation (SE),

(1)

by means of least-mean-square regression. Using the SE with 
identified parameters k, α and β then allows to accurately predict 
core losses for a limited flux density and frequency range.

Considering again a ferrite plate with cross section Ap and 
thickness dp = 2ds + db as shown in Fig. 3(b), where ds and db are 

3
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the thicknesses of the deteriorated layers at the plate surfaces 
and the bulk ferrite with intrinsic properties, respectively. To 
keep the derivation simple, it is assumed that there is a strict 
separation of surface layer and intrinsic material and that these 
segments exhibit a strictly cuboidal shape as indicated in Fig. 3(b). 
It then follows that for homogenous flux density, ensured by the 
excitation circuit described in Section III-B, the total core losses 
in the ferrite plate are given by		

(2)

wherein dp = db + 2ds ≈ db is the fair assumption that the 
thickness of the surface layer is negligible compared to the 
thickness of the bulk.

It is presented in the following, how a calorimetric measure-
ment approach can be applied to experimentally determine both 
bulk and surface loss densities of a multi-gap core assembled 
from thin ferrite plates. The technique is based on determining 
core losses in ferrites by means of precise temperature rise 

Fig. 4.  Scanning Electron Microscopy (SEM) images of MnZn ferrite samples. (a) Surface of a ferrite plate after sintering (no machining). (b) Surface of a plate 
cut from a long ferrite bar with a diamond blade. (c) Focused Ion Beam (FIB) milling to expose bulk material underneath surface. (d) Close-up of the FIB prepared 
sample revealing cracks and cavities underneath surface. (e) Plate surface after removing roughly 500 µm of ferrite by means of polishing, gradually reducing grain 
size of SiC paper and surface finish with colloidal silica suspension and soft cloth. (f) Lateral view of plate embedded in Bakelite support after polishing.

monitoring as reported in [21]–[23].
A second experimental method based on electrical core loss 

measurements using ferrite samples with a distinct number of 
gaps is discussed in Appendix D. Since the calorimetric method 
fully excludes the loss of the test circuit required to adjust the 
magnetic excitation and therefore allows to capture the power 
loss in the sample directly, it features a significantly lower 
measurement error and is therefore the preferred choice in this 
study.

A. Linear Thermal Model

The power loss in the core given in (2) during continuous 
operation causes naturally a temperature rise of the ferrite plate 
over time which can be modeled by a lumped thermal network 
considering one-dimensional heat flow as shown in Fig. 5(a), 
wherein lumped parameters Cth,s and Cth,b capture the thermal 
capacitance of the surface layer and bulk material, respectively, 
and Rth,b-s models the virtual thermal resistance of the bulk-
surface interface. Since the loss density in bulk and surface 
layer is homogeneous and a plate features a comparably low 
thermal conductivity towards ambient at its thin lateral faces in 
x, y-direction, i.e., Rth,b-a → ∞, it is sufficient to consider a strict 
one-dimensional heat flow in pos. and neg. z-direction (i.e., 
normal to the plate surface; cf. Fig. 3(b)). The power loss in 
bulk and surface region is captured with distinct current sources 

κ κ VV
k k

κ κ

κ κ κ κ
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(cf., κdbAp and κsdsAp) and a heat transfer to ambient in z-direction 
is taken into consideration with Rth,s-a. Due to symmetry, the 
network can be simplified as shown in Fig. 5(b). As will 
become evident from the thermography images provided in 
Section III-B, the thermal conductivity of the MnZn-ferrite (cf., 
Table II) is large enough to support a homogenous temperature 
distribution within the plate, i.e., Rth,b-s → 0.

Accordingly, it is sufficient to consider the simplified first 
order thermal network with lumped parameters Rth,p and Cth,p 
as shown in Fig. 5(c), where the total dissipated power is 
combined in a single current source. It follows from (2) that the 
average loss density in a plate of thickness dp is given by

(3)

Thus, based on the hypothesis that the loss density is larger 
in the surface layer than in the bulk, the average loss density 
increases inverse proportional with the thickness of the plate. 
As illustrated in Fig. 6(a), a thin plate (d1) is more governed 
by the characteristics of the surface layer and features a higher 
avg. loss density as opposed to a fairly thick plate (d3) which 
approaches the loss density of the bulk ferrite.

If the heat transfer to ambient is negligible by means of 
sufficient thermal insulation (i.e., Rth,p → ∞ in Fig. 6(a)),the 
temperature of the plate increases linearly over time,	

(a) (b) (c)
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Rth,b-s

κs ds Ap  

Cth,s

Rth,b-s
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Fig. 5.  (a) Thermal network of the ferrite plate considering one-dimensional heat flow in pos. and neg. z-direction (cf., Fig. 3(b)); lumped parameters Cth,s and Cth,b 

capture the thermal capacitance of the surface layer and bulk material, respectively, and Rth,b-s models the thermal resistance of the bulk-surface interface. The power 
loss in bulk and surface region is captured with distinct current sources κ dp Ap and κs ds Ap, and the transfer of heat to ambient is taken into consideration with Rth,s-a and 
Rth,b-a. (b) Simplification of the circuit due to symmetry and neglecting heat transfer from bulk to ambient (Rth,b-a → ∞). (c) The thermal conductivity of ferrite is high 
enough to support a homogenous temperature distribution within the plate, further simplifying the thermal network.

(4)

where it is assumed that the initial temperature of the ferrite 
plate at t = 0 equals the ambient temperature, Tamb. Inserting 
expression (2) in (4) yields

(5)

The equivalent thermal capacitance of the plate, Cth,p, can be 
determined from a calibration measurement as described later in 
Section III-E or calculated according to

(6)

where cf and ρf  is the specific heat capacity and density of 
MnZn ferrite as listed in Table II, respectively. Note that 
it is assumed that the thermal capacitance of the plate is 
predominantly governed by the bulk properties. Substituting (6) 
in (5) leads to

(7)

TABLE II
Technical Details and Material Parameter

W/(m K)
W/(m K)

J/(kg K)
J/(kg K)

,
,

κ P κ κ

κ κ

κ κ
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It can be seen that the temperature rise is governed by a 
constant contribution of the bulk material and a contribution of 
the power dissipation in the surface layer which depends on the 
actual ratio of surface to plate thickness. This trend is strongly 
supported by the experimental results depicted in Fig. 6(b), 
where it can be seen that a multi-gap sample assembled from 
thin 1 mm plates features a much steeper slope in contrast to 
thicker 3 mm plates and the (very thick) solid reference sample. 
Interestingly, since both total power loss and total thermal 
capacitance increases proportional to the number of stacked 
plates, the slope of the temperature rise is not affected by the 
actual height of the stack (i.e., number of plates in the stack) 
as confirmed by the measurement results depicted Fig. 6(c). 
This in turn allows to measure a stack rather than a single plate 
which is advantageous in accommodating the required flux 
sense winding and improves mechanical handling of the sample 
for a precise placement in the test circuit (cf., Section III-B).

Since the properties of ferrite are strongly depending on 
temperature, the duration tx to reach a specified temperature 
difference, ΔT = Tend - Tamb, is measured rather than a final 
temperature after a fixed time span Δt. Rearranging (7) leads to

(8)

for a plate with thickness dpχ . Now, performing two consecutive 
measurements with identical operating point but using ferrite 
plates with different thicknesses, dp1 and dp2, allows to solve (8) 
to obtain the loss density of the bulk ferrite,

(9)

and the loss per surface area,

(10)

Note that since the actual thickness of the surface layer ds is 
unknown, it is more suitable to define power loss per surface 
area, [κ~s] = mW/cm2.

B. Experimental Setup

An excitation circuit is needed which ensures a homogeneous 
flux density distribution in the sample, allows to characterize the 
core loss for different flux density amplitudes and frequencies, 
and facilitates an easy installation of different samples. A 
magnetic circuit resembling an E-type core with the multi-
gap sample located in the center limb as depicted in Fig. 7(a) 
is chosen in this study, since it only requires a single sample as 
opposed to a U-type setup and can be assembled by individual 
off-the-shelf available ferrite cuboids minimizing custom 
machining effort. The multi-gap sample in the center as well as 
the individual ferrite cuboids are fixated by means of a 3D printed 
mounting fixture and fastening screws. Consistent pressure applied 
to the ferrite regardless of the inserted sample is guaranteed by 
means of a torque wrench adjusted to 0.02 Nm. In Fig. 7(c), 
two multi-gap samples assembled with 1 mm and 3 mm thick 
plates, respectively, and a solid, single piece ferrite sample 
are shown. The equivalent circuit of the test setup is shown 
in Fig. 8, where the transformer equivalent circuit with open 
secondary winding represents the magnetic excitation circuit 
with flux sense winding. The reactive power of the magnetic 
circuit is compensated by means of a series connected 
capacitor in order to reduce the burden on the HF voltage source 
(Iwatsu IE-1125B) and attain all operating points｛  , f｝of 
interest given the output voltage limitation of the amplifier.

Since the outer magnetic circuit contributes to the total core losses 
(troublesome in the case of the electrical loss measurement, cf., 
Appendix D) and heat generation in the test circuit can affect 
sample temperature, the dimensions of the outer magnetic circuit 
are chosen such that its losses are minimized while keeping the 
flux density in the sample homogeneous. This can be achieved 
by increasing the cross section of the magnetic path while 
minimizing its avg. magnetic length, since the sample-to-core 
loss ratio considering homogenous flux density in the setup is 
given by

(11)
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Fig. 6.  (a) A thin plate (d1) is more governed by the characteristics of the surface layer and features a higher avg. loss density,  p- , as opposed to a fairly thick plate (d3) 
which approaches the loss density of the bulk ferrite. (b) Experimental temperature rise measurement showing that a sample assembled from 1 mm plates results in a 
much steeper slope compared to 3 mm plates or the single-piece (21 mm) reference sample. (c) Experimental measurement showing that the slope of the temperature 
rise is not affected by the actual height of the stack (i.e., number of plates in the stack).
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where Atest, Ap and lm,test, lm,sample denote the cross section area 
and avg. magnetic path length of the test circuit and sample, 
respectively. However, due to the distributed gap, the 
comparably large magnetic reluctance of the installed multi-
gap sample in the center limb results in a significant leakage 
flux which potentially causes an inhomogeneous flux density 
distribution in the sample or bypasses it completely and only 
contributes to undesired loss in the test circuit. With the aid 
of magnetostatic field simulations (cf., Fig. 7(b)), optimal 
dimensions based on readily available core shapes were 
obtained which maximize the sample-to-core loss ratio of 
the setup while keeping the flux density distribution in the 
sample homogenous. As shown in Fig. 7(a), two measures 
were employed which greatly contribute to a homogenous 
flux density distribution in the sample: (i) the turns of the 
excitation winding are split in two sections directly above and 
below the sample and (ii) tapered center limbs are employed to 
accommodate the cross section difference between test circuit 
and sample. In order to correctly adjust the desired flux density 
amplitude in the multi-gap sample despite different cross 
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Fig. 7.  (a) Test circuit resembling an E-type core with a multi-gap core sample located in the middle of the center limb; fastening screws and a 3D printed mounting 
fixture keeping the individual ferrite cuboids of the outer magnetic circuit and the sample in position; splitting the turns of the excitation winding in two sections 
above and below the sample and employing tapered center limbs to accommodate the cross section difference between outer magnetic circuit and sample facilitates 
a homogenous flux density distribution in the sample; a dedicated tightly wound sense winding is placed around the center of the sample to correctly adjust the peak 
flux density; measures to increase the thermal resistance to ambient are the polystyrene casing and the air gap lattice inserted between sample and test circuit. (b) FEM 
simulation result showing the homogenous flux density distribution in the sample. (c) Picture of multi-gap samples composed of 1 mm and 3 mm plates, respectively, 
and the single piece solid reference sample. To adjust the partial gap length, 100 µm thick Mylar foil is inserted between the plates.

section areas and leakage flux, a dedicated tightly wound sense 
winding is placed around the center of the sample as indicated 
in Fig. 7(a).

As mentioned previously in Section III-A, due to the constant 
loss density and the low thermal conductivity towards ambient 
in lateral direction, a uniform temperature distribution in (x, y)-
direction (cf., Fig. 3) is present throughout the sample which 
allows to infer the correct temperature from a measurement at 
one of the lateral surfaces. In this paper, infrared thermography 
is the preferred temperature instrumentation since (i) it allows 
to compute the average temperature over the entire multi-gap 
sample as opposed to a single spot measurement provided by 
fiber optical temperature probes, thermistors (NTC, PTC) or 
thermocouples and (ii) is contactless, i.e., does not require to 
physically attach a probe to the delicate sample. Moreover, 
infrared thermography reveals non-uniform temperature 
distributions and the formation of hot spots and thus allows to 
detect inhomogeneous flux density distribution in the sample (f.i. 
flux crowding) caused by a potential sample misalignment and/
or an excessive gap between sample and center limb pole pieces 
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of the test circuit. Using thermography to determine core loss 
distribution in magnetic components has been reported in [24], 
[25] and to detect defects in ferromagnetic laminated sheets and 
soft mangetic composites in [26]. The authors in [27], applied 
infrared thermography to visualize the iron loss distribution 
in a permanent magnet motor. A picture of the experimental 
measurement setup is depicted in Fig. 9(a), showing the 
implemented test setup according to Fig. 8 with the magnetic 
circuit and capacitor bank and a FLIR A655sc high definition 
infrared camera pointed towards the multi-gap sample. The 
camera is equipped with additional close-up lens to allow a 
working distance of around 6 cm - 7 cm between sample and 
camera lens and provides 50 µm spatial resolution. The lower 
±2 °C absolute measurement accuracy of a microbolometer 
[28] is not relevant here, since according to (9) and (10) only 
a temperature difference must be determined and the standard 
deviation per detector pixel of a high end infrared camera is 
typical around 0.1 °C - 0.2 °C [29]. Compensating the 
reactance of the magnetic test circuit is necessary to attain all ｛  , f｝
operating points of interest given the limited voltage range of the 
employed IWATSU IE-1125B HF power amplifier. For a good 
agreement with the linear model derived in Section III-A, the 
heat transfer from sample to ambient in the experimental setup 
must be reduced as much as possible. To prevent convective heat 
transfer from the lateral surfaces of each individual plate in the 
stack to ambient, the sample is encased in polystyrene except 
for the surface pointing towards the infrared camera as it can 
be seen from Fig. 7(a) and Fig. 9(a). Furthermore, to minimize 
conductive heat transfer from the multi-gap sample to the two 
center limb core pieces of the E-type test circuit, an additional 
gap between sample and adjacent pole pieces is inserted. A 
gap length of around 0.5 mm is a still acceptable trade-off 
between minimizing conductive heat transfer and establishing a 
homogenous flux density in the sample close to the interfaces. 
In order to achieve the lowest possible thermal conductivity, 
the gap is realized by means of a 3D printed lattice made out of 
polycarbonate as it is depicted in the detail view of Fig. 7(a).

The experimental results presented in Section IV of this 
paper were obtained by relating the slope of the temperature 
rise of a multi-gap sample with 7 stacked 3 mm ferrite plates 
(dp1 = 3 mm) to a solid, single-piece reference sample of 
21 mm length (dp2 = 21 mm). Mylar foil is inserted between 
adjacent plates to establish a gap length of 100 µm, which, 
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Fig. 8.  Schematic of the employed excitation circuit; the dedicated sense winding with N2 turns allows to precisely determine the flux density. The reactive power 
of the magnetic circuit is compensated by means of a capacitor bank to reduce the burden on the HF voltage source and attain all operating points｛  , f｝of interest 
despite the limited HF amplifier voltage range.

in combination with 3 mm plates, completely alleviates loss 
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Fig. 9.  (a) Picture of the experimental setup showing the magnetic test circuit 
with capacitor bank for reactive power compensation and the employed 
FLIR A655sc high definition infrared camera pointed towards the sample.
Thermography image of the temperature rise of the solid (b) and multi-gap 
sample (c) subject to an excitation with 125 mT at 400 kHz exactly after 30 s of 
total elapsed measurement time. It is clearly visible that the multi-gap sample 
composed of 7 × 3 mm plates is heating up much quicker.
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contribution arising from flux crowding in the sample caused by 
assembly and mechanical tolerances as described in Appendix A.

At each operating point of interest, ｛  , f｝, the temperature 
rise after abruptly enabling the correctly adjusted power am-
plifier is recorded for both samples and the core and surface 
loss density are then computed according to (9) and (10). The 
elapsed time to reach a specific temperature difference ΔT 
starting from ambient temperature is extracted from the captured 
temperature rise in a subsequent post-processing step. Since the 
core loss and many other properties of ferrite depend strongly 
on operating temperature, a large temperature deflection would 
certainly have an impact on the results. However, the high frame 
rate of the infrared camera (up to 50 Hz with full resolution of 
640 × 480) allows to determine the elapsed time even for a very 
small temperature difference of just a few °C. The experimental 
results presented in this paper were obtained for ΔT = 2.5 °C.

A snapshot of the temperature rise of the solid and multi-
gap sample subjected to an excitation with 125 mT at 400 kHz 
exactly after 30 s of total elapsed measurement time is shown 
in Fig. 9(b) and (c), respectively. Since both measurements 
were started from ambient temperature, Tamb = 26.4 °C, it can 
be clearly seen that the multi-gap sample heats up much faster 
showing a final temperature reading of around 38 °C in contrast 
to roughly 32 °C of the solid sample. Note that the interruption 
of the uniform temperature distribution by the sense winding is 
in the center of each sample.

C. Longitudinal Temperature Gradient

Referring to Fig. 9(b) and (c), it is noticeable that both 
samples exhibit a temperature gradient in longitudinal direc-
tion with slightly lower temperatures at both ends where the 
sample connects to the outer magnetic circuit. Fig. 10 depicts 
the computed temperature profile of both infrared images in 
longitudinal direction, whereby the temperature reading at 
every camera pixel in the plot represents the mean temperature 
of all sensor pixels encompassing the sample in transversal di-
rection (i.e., orthogonal to the direction of the flux). It becomes 
evident that the temperature gradient in the multi-gap sample is 
more pronounced (≈ 3.75 °C) compared to the solid reference 
sample (≈ 1.25 °C). Moreover, the temperature profile of the 
multi-gap sample exhibits a clear local maximum whenever 
two surfaces of adjacent ferrite plates meet, i.e., at the surfaces 
of the plates. Now, a representative thermal network of stacked 
plates is shown in Fig. 11(a) which is helpful to explain the 
more pronounced temperature gradient in the case of the 
multi-gap sample. Note that the simplified thermal model 
of a single plate according to Fig. 5(c) is considered. Since 
the thermal capacitance of a piece of Mylar foil is negligible 
compared to the ferrite plate (cf., Table II) only the thermal 
resistance introduced by the gap material, Rth,m, is included in 
the model. Although the thermal conductivity of Mylar is at 
least a factor 10 lower compared to MnZn ferrite, the resulting 
thermal resistance of foil and ferrite plate is in the same order 
of magnitude (≈ 15 K/W as listed in Table II). However, since 
the length of both samples examined in this study is equal 
per design and the Mylar foil has virtually no contribution, 
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Fig. 10.  Temperature profile in longitudinal direction of the IR images of solid 
and multi-gap sample shown in Fig. 9 (b) and (c); the dashed line represents the 
average value of the IR sensor and is used to compute ΔT .

the effective thermal capacitance of both solid and multi-gap 
sample is identical. Ideally, if Rth,a → ∞ then each plate will 
exhibit exactly the same temperature rise irrespective of the 
actual position in the stack as confirmed by a circuit simulation. 
However, the thermal resistance achieved with the air gap 
lattice is estimated to be around Rth,a = 117.8 K/W considering 
the thermal conductivity of polycarbonate (PC) and air (air 
gap lattice, cf., Fig. 7(a)), and evidently not large enough to 
support uniform heating in longitudinal direction. It follows 
that the temperature gradient is more pronounced in the case 
of the stacked plate assembly since heat close to the center of 
the sample encounters an effectively larger thermal resistance 
in longitudinal direction towards both ends of the sample in 
comparison to the solid, single-piece sample. Now, in order 
to determine the elapsed time to reach a specific temperature 
difference, ΔT , the pragmatic way of averaging the IR sensor 
reading also in the longitudinal direction is followed as indicated 
with dashed lines in Fig. 10, naturally excluding the distortion in 
the center of the sample caused by the flux sense winding. The 
corresponding first order thermal model is shown in Fig. 11(b) 
and the expression for the core and surface loss densities based 
on the linear model are refined in the following. Note that in the 
following, Rth and Cth denote the equivalent thermal parameters 
of a stack of plates (cf., Rth,p and Cth,p of a single plate, Fig. 5(c)).

D. Exponential Thermal Model for Multi-Gap Assembly

Based on the equivalent circuit shown in Fig. 11(b), the 
temperature rise of an assembly with m plates of thickness dp 

starting from Tamb at t = 0 is given by

(12)

with the time constant τ = RthCth and the core volume of a plate 
Vp = dp Ap. It should be emphasized, that the total core volume 
Vp∑ = mVp is kept constant by adopting the plate thickness 
in accordance to the number of gaps such that the examined 

κ κ
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multi-gap samples feature equal thermal parameters Rth, Cth. 
Analogously to the derivation described in Section III-A, 
measuring the elapsed time t1 and t2 of two samples with distinct 
plate thickness dp1 and dp2 to reach a specific ΔT allows to 
calculate the core loss density

(13)

and the surface loss density

(14)

given that thermal parameters Rth and Cth are known from a 
preceding DC calibration measurement as described in the next 
subsection.

E. DC Calibration

By means of capturing the temperature response of the sample 
subject to a stepwise impressed power loss of pre-determined 
value, the parameters of the model (12) can be identified by 
means of a least mean square regression. For good predictions 
of the model, it is crucial that the power range covered in the 
calibration actually resembles the core loss occurring in the 
respective operating point of interest,｛  , f｝. Fig. 12(a) shows 
the excellent agreement between the measured temperature 
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Fig. 11.  (a) Representative thermal network of stacked plates using the simplified thermal model of a single plate according to Fig. 5(c) and considering the thermal 
resistance Rth,m introduced by the gap material. (b) First order thermal model of a sample corresponding to averaged IR temperature reading in longitudinal direction.
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Fig. 12.  (a) Measured temperature response obtained for the solid sample (blue) and the simulated response of the mathematical model with identified parameters 
(red) for several impressed power levels ranging from 0.5 W to 7 W. (b) Measured DC resistance of MnZn ferrite as a function of temperature. (c) Schematic of 
implemented power feedback control to impress constant power during calibration despite temperature dependent change of the ferrite DC resistance.

response obtained for the solid sample (blue) and the simulated 
response of the mathematical model with identified parameters 
(red) for several impressed power levels ranging from 0.5 W to 
7 W. Treating the solid ferrite sample as an electric conductor 
with a DC resistance, RDC, the power loss required for the 
calibration measurements can be impressed by means of Joule 
heating, PDC = RDC I 2

DC. The measured DC resistance of the 
solid sample amounts to 5.5 kΩ at room temperature and varies 
strongly with temperature as shown in Fig. 12(b). Since the 
temperature of the sample rises during the measurement but 
the impressed power must be kept constant (step response), 
feedback control is employed to tightly track PDC reference by 
means of adjusting the applied DC voltage as schematically 
depicted in Fig. 12(c). Since DC quantities are involved, the 
power instrumentation is trivial. Terminals to connect the leads 
of the DC supply are formed with narrow stripes of 50 µm thick 
copper foil glued to both ends of the sample using conductive 
silver epoxy. Using thin copper foil for the contacts allows the 
sample to be properly installed in the magnetic test circuit 
during the calibration which is crucial to correctly identify the 
thermal resistance to ambient. The identified parameters, 
Cth = 3.83 J/K and Rth = 37.8 K/W are in reasonable agreement 
with estimates based on material constants as listed in Table II 
(7 · Cth,p  ≈ 3.6 J/K, 1/2 · Rth,a = 58.9 K/W).

F. Measurement Error

Consolidating (13) and (14), two main sources of error can 
be identified: (i) The IR camera’s standard deviation of the 

κ ,

κ ,
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temperature difference measurement ΔT denoted with σΔT and 
(ii) uncertainty in the parameters Rth, Cth of the underlying 
model represented with standard deviations σR and σC. Potential 
uncertainty in the measured time intervals due to sampling delay 
and/or jitter of the IR camera is neglected because of the high 
sampling frame rate relative to the measurement time. In order 
to calculate the error propagation, the non-linear equations of 
κ and κS are linearized around χ = (t1χ, t2χ, κχ, κ

~
sχ) resulting from 

a specific excitation ｛ χ , fχ｝. In the following the equations 
are only explicitly presented for κ for the sake of brevity. The 
standard deviation of κ around χ is then given by [30]

(15)

where ∑ denotes the covariance matrix and Jκ (χ) is the Jacobi-
matrix of κ at χ ,

(16)

The covariance matrix is given by

(17)

where rx,y represents the correlation coefficient between 
stochastic variables x and y. From a physical standpoint, there 
is only a weak correlation between variations in Rth and Cth 
and also between variations in ΔT and Rth. However, there is 
a more pronounced negative correlation between variance 
in ΔT and Cth, since a larger ΔT during calibration with a 
specific impressed power and measurement time interval leads 
to smaller Cth. Instead of presenting exhaustive analytical 
equations, some general facts should be highlighted. Naturally, 
a distinct difference in plate thickness between the examined 
multi-gap samples results in a significant difference in elapsed 
time to reach ΔT and thus supports a small measurement error.

Since the measurement time t1χ and t2χ for a specific ΔT 
increases inversely proportional to the dissipated power in the 
ferrite plate, a small (large) absolute error must be expected 
at a low (high) loss operating point, respectively. In principle, 
allowing a larger temperature difference ΔT  increases the 
measurement time and leads to a reduction in error. However, 
ΔT cannot be increased too much (here ΔT = 2.5 °C cf., 
Section III-B) since the ferrite properties are a strong function 
of temperature. In order to calculate a worst case bound on the 
measurement error a deviation of σΔT = 0.3 °C and a 15% 
deviation of the thermal parameters from their expected values 
as listed in Table II is assumed. Moreover, since in (17) the 
exact correlation between the variables is unknown, a worst 
case error of κ and κ~s is determined by varying the coefficient 
rx,y in a numerical study. It then follows from (15) that for the 
operating points of interest, the worst case rel. measurement 

error is estimated to be

(18)

IV. Experimental Results

In this section the bulk and surface core loss density of 
MnZn ferrite material 3F4 of Ferroxcube are presented. The 
experimental results were obtained by means of the thermo-
metric measurement setup with IR camera as described in detail 
in Section III-B and expression (13) and (14) based on the 
exponential thermal model. The measurements were carried 
out for a sinusoidal flux density with amplitudes varying from 
75 mT up to 200 mT and excitation frequencies ranging from 
200 kHz up to 1 MHz. For this range of operating points｛

 
, f｝, 

the worst case relative measurement error of both bulk and 
surface core loss density is limited to 20% as discussed in the 
previous section.

The bulk and surface core loss density at a fixed frequency 
of 400 kHz and varying flux density amplitudes is depicted in 
Fig. 13(a) and (b). The predictions obtained from the Steinmetz 
model (1) fitted to the experimental data and from parameters 
provided by the vendor are represented by the dashed blue and 
red line, respectively. The experimental and vendor parameter 

Fig. 13.  Experimentally determined (a) bulk and (b) surface core loss density 
of MnZn ferrite material 3F4 at a fixed frequency of 400 kHz and varying flux 
density amplitude. The prediction obtained from the Steinmetz model fitted 
to the experimental data is indicated by the dashed blue line. In addition the 
prediction with Steinmetz parameters provided by the vendor (cf., Table III, [31]) 
is indicated by the dashed red line in (a).
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of the Steinmetz model are summarized in Table III. In a similar 
manner, the bulk and surface core loss density at a fixed flux 
density amplitude of 100 mT and varying excitation frequency 
is depicted in Fig. 14(a) and (b). Note that depending on the 
frequency range a different set of vendor Steinmetz parameter is 
employed which explains the slight kink in the dashed red line 
at 600 kHz as indicated in Fig. 14(a). However, the Steinmetz 
fit to the experimental data was performed over the entire 
frequency range which explains the discrepancy, especially in 
the frequency exponent α, between experimental and vendor 
parameters (cf., Table III). It can be seen from Fig. 13(b) and 
Fig. 14(b) that the measured surface loss density varies from 
30 mW/cm2 to 600 mW/cm2 for the considered operating points. 

TABLE III
Steinmetz Parameters for

MnZn Ferrite Material 3F4 From Ferroxcube

[κ] = mW/cm3 and [κs] = mW/cm2

k α β

κ 1.32 × 10−2 1.36 2.77
κ a 35 × 10−2 1.1 2.7
κ b 1.2 × 10−4 1.7 2.7
κ s 2.72 × 10−2 1.13 2.9

a [31],100 kHz − 600 kHz and30 ◦C
b[31],600 kHz −1000 kHz and30 ◦C
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Fig. 14.  Experimentally determined (a) bulk and (b) surface core loss density of 
MnZn ferrite material 3F4 at a fixed peak flux density of 100 mT and varying 
frequency. The prediction obtained from the Steinmetz model fitted to the 
experimental data is indicated by the dashed blue line. In addition the prediction 
with Steinmetz parameters provided by the vendor (cf., Table III, [31]) is 
indicated by the dashed red line in (a).

In order to assess whether the Mylar foil inserted between the 
plates has any contribution to the measured surface loss (e.g., by 
magnetostriction introduced friction), a multi-gap sample was 
prepared using Mylar foil with a punched round hole of approx. 
5 mm diameter in the center of each foil as illustrated in the 
bottom right of Fig. 15. Punching a hole in the center ensures 
the desired gap distance and therefore still ensures equal flux 
distribution and/or prevents partial saturation while removing 
roughly 50% of the gap material. The measured surface loss 
density of a multi-gap sample with punched Mylar foil is 
compared to the regular multi-gap sample in Fig. 15, showing 
no difference between the results. To understand whether 
or not machining is actually the main cause of the increased 
core loss, ferrite plates directly sintered to the final dimension 
were provided by Ferroxcube in this study. These plates were 
manufactured by pressing and then machining ferrite powder 
into the appropriate dimensions before the actual sintering was 
performed (green grinding). Taking the size shrinkage caused 
by the sinter process into account, the correct final dimension of 
the plates has been immediately achieved eliminating the need 
of an additional machining step. The experimental measured 
surface loss density is also included in Fig. 15. It can be seen 
that κ~s has slightly reduced at low flux density amplitudes in 
comparison to the regular sample composed of machined ferrite 
plates and exhibits a steeper slope corresponding to a Steinmetz 
parameter of βs = 3.4.

V. Discussion

The measured core loss densities shown in Fig. 13(a) and 
Fig. 14(a) show good agreement with the Steinmetz model 
provided by the manufacturer validating the proposed 
calorimetric core loss measurement technique. With regard to 
the surface loss densities (cf., Fig. 13(b) and Fig. 14(b)), the 
experimental data can be also well predicted with the Steinmetz 
model. Interestingly and as to be expected, the Steinmetz 
parameters of the surface layer are slightly different from the 
bulk material as listed in Table III. Compared to the bulk ferrite, 
the frequency exponent α in the surface is smaller (1.36 → 1.13) 
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Fig. 15.  Comparison of the surface loss density of different multi-gap samples 
at a fixed frequency of 400 kHz and varying flux density amplitude. The regular 
sample is composed of 7 × 3 mm plates with 100 µm Mylar foil in between. 
Roughly half of the Mylar foil area was removed in the case of the punched foil 
sample. The green grinded sample was constructed from ferrite plates which 
were pressed and then sintered to the desired dimensions without machining.
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and the flux density exponent β is larger (2.77 → 2.9). Since 
the loss in the deteriorated surface layer is more sensitive to 
variation in flux density than it is to variation in frequency 
(almost linear relationship with frequency), it can be argued that 
hysteresis losses are more pronounced in the surface layer.

In order to illustrate the impact of κs in more practical terms, 
the total power loss of a composite core assembled from ind-
ividual dp thick plates relative to the bulk core loss of a solid 
ferrite piece with dbulk total length is computed,

(19)

and depicted in Fig. 16(a) based on the experimental results 
obtained for 3F4 at 125 mT and 400 kHz. The reference sample 
is constructed from a single piece of ferrite with a total length of 
20 mm exhibiting only bulk core loss. With decreasing height of 
the ferrite plate, more and more plates must be stacked to reach 
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, f .

the same length as the solid reference sample. Consequently, 
the total losses increase since more and more deteriorated 
surface layers are introduced in the sample. Note that the ratio 
between total and bulk core loss given by (19) is a function of 
only the plate thickness, dp, since both bulk and surface core 
losses increase proportional with the core cross section, Ap, and 
the total sample length, dbulk, assuming that dbulk is varied in 
multiples of dp. To further clarify, two composite core samples 
with different cross section area and/or different total sample 
length will exhibit the same total to bulk loss ratio (19) if the 
samples are constructed of plates with identical thickness. The 
critical plate thickness dp,crit is defined to be reached when the 
surface loss is equal to the bulk core loss, that is to say when 
the total power loss has doubled compared to the solid (single-
piece) sample. In the case at hand, a composite core with 13 
stacked 1.5 mm plates will exhibit roughly twice the core loss 
compared to the single-piece reference sample. Since κ and 
κs exhibit a different dependency on flux density amplitude 
and frequency (cf., Table III), the critical plate thickness varies 
depending on the actual operating point｛  , f｝as depicted in 
Fig. 16(b). It should be noted that, the actual critical thickness 
depends not only on the properties of the ferrite but also on the 
exerted mech. stress during the machining of the plates. In an 
open discussion of the findings with the scientific community 
prior to this publication, it was argued that the measured excess 
core loss in the multi-gap core is actually the result of micro-
vibrations causing friction between plate surface and gap 
material and that these micro-vibrations are excited by means 
of magnetostriction as discussed in detail in [32]–[34]. In this 
respect, if friction between plate surfaces and Mylar would 
indeed be the reason for the measured surplus core losses, then 
in case of the sample using punched Mylar foil, where roughly 
half of the interaction area was removed, a significant reduction 
in κs should be observable. However, as depicted in Fig. 15, 
the measured surface loss density of the multi-gap sample with 
punched and regular Mylar foil is essentially identical, which 
strongly contradicts the notion that micro-vibration are the 
origin of the excess core losses. Furthermore, an experimental 
assessment with a laser vibrometer (Polytec CLV-2534) 
confirmed that within the considered excitation frequency range 
no micro-vibrations are excited.

Moreover, the idea was put forward that the measured excess 
core loss might be associated with machining and assembly 
tolerances. For instance, a pronounced tilt between the plates of 
the multi-gap assembly causes a non-uniform gap length which has 
a strong impact on the core loss due to flux crowding, especially 
if the assembly is composed of very thin plates and/or features 
small gap lengths. However, as analyzed in Appendix A, for 
a worst case machining and assembly tolerance, the plate 
thickness and gap length can be chosen such to minimize the 
resulting impact of flux crowding. The combination of using 
3 mm plates and 100 µm gap length to implement the multi-
gap sample examined in this study, results in a negligible 
contribution of flux crowding to the measured excess core loss 
in the multi-gap sample.

Very intriguing is also the fact that directly sintered plates still 
exhibit excess core loss in the same order of magnitude as the 
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machined plates which contradicts the hypothesis that mech. 
stress during machining is introducing the excess loss. However, 
it can be argued that the directly sintered plates also feature a 
layer of deteriorated ferrite performance close to the surfaces. 
These deteriorated layers are not caused by mech. stress intro-
duced during machining but from an altered Fe2+ / Fe3+ ion 
concentration in the iron oxide close to the surface. Among 
other factors, the oxygen concentration in the atmosphere 
during sintering strongly affects the balance between Fe2+ and 
Fe3+ ions. Since the plate surfaces are directly exposed to the 
atmosphere inside the controlled temperature ferrite processing 
chamber in contrast to the bulk, and a deviation from the 
ideal, temperature dependent O2 concentration is inevitable 
in a practical setting. Thus, a shallow ferrite layer close to the 
surface is likely to exhibit adverse magnetic properties which is 
an explanation why there is also excess core loss present in the 
case of the directly sintered plates.

VI. Conclusion

A multi-gap inductor design can potentially reduce wind-
ing losses due to a reduction in the magnetic air gap leakage 
field. Unfortunately, the manufacturing of a multi-gap core —
composed of multiple stacked MnZn ferrite plates — can lead 
to an increase of core loss which potentially outweighs the 
saving in winding conduction loss. Based on the literature, the 
dominating cause of the excess core loss is shallow layers of 
deteriorated magnetic performance just underneath the plate 
surfaces. A sophisticated calorimetric measurement approach 
based on temperature rise monitoring was developed, allowing 
to differentiate between and quantify bulk and surface core 
loss densities. Experimental results were presented for the 
MnZn ferrite material 3F4 from Ferroxcube. Reasons for 
the deteriorated surface are mechanical stress exerted during 
machining of the plates as suggested by the literature and non-
ideal conditions during sintering as suggested by the vendor. 
Several post machining treatments proposed in the literature —
annealing, etching and stress-free polishing with colloidal silica 
— have been applied to the machined plates in order to restore 
the original ferrite properties and reduce core loss, unfortunately 
without significant success so far. Accordingly, more work 
needs to be done, especially considering an annealing treatment 
with defined atmosphere and temperature profile recommended 
by the vendor. Moreover, NiZn ferrite should be examined in 
future work since it is known from the literature that low-μ 
materials are less sensitive to mechanical stress. Thus, a multi-
gap design using NiZn ferrite might not suffer from increased 
core losses as also the recent work in [35] seems to indicate.

Appendix A
Influence of Assembly and Machining Tolerances

In the multi-gap inductor design described in the intro-
duction of this paper, the center limb of the E-type core is 
composed of thin ferrite plates stacked on top of each other. 
These plates are either cut from a long ferrite bar by means of 
a diamond saw or are manufactured by pressing ferrite powder 
into the desired shape prior to sintering. Due to mechanical 
tolerance in the manufacturing processes, it is possible that the 

plate surfaces exhibit a convex or concave curvature or are not 
ideally coplanar. In order to establish the correct gap length, a 
non-magnetic spacer material is inserted between the plates. 
The spacer, also intended to glue adjacent plates together, can be 
realized by means of a plastic film (e.g., Kapton or Mylar) with 
double sided adhesive or by a mix of epoxy resin with spherical 
silica powder as outlined in Appendix B, where the latter allows 
gap lengths below 30 µm. Due to mechanical tolerances, it is 
possible that the plates in the stack are not ideally coplanar but 
slightly tilted. In order to estimate how much these machining 
and assembly tolerances affect the core losses, a 2D FEM 
study was conducted. The static flux density distribution 
within the stacked plates considering a linear core material 
(σ = 0, r = 1, μr = 3000) is computed based on Ampères’s 
Law. In Fig. 17(a), the impact of several machining/assembly 
tolerances on the flux density distribution is shown. The ideal 
multi-gap core, composed of 15 × 1 mm thick plates with a 30 
µm gap, is depicted at the very left indicating a homogeneous 
flux density distribution. The flux density component normal 
to the plate surface (y-direction) averaged with respect to the 
plate width (x-direction) in the very center of the stack (cf., red 
line in the image on the very left of Fig. 17(a)) for one ampere-
turn of excitation is chosen as benchmark for an insightful 
comparison in per unit values. Since the effective permeability 
of the composite core changes depending on the magnitude 
of the simulated non-ideality, the excitation current is adopted 
accordingly such that the avg. flux density in y-direction in the 
center of the stack is identical under all considered scenarios. 
Introducing variable dΔ to model tilt, curvature and non-
coplanarity arising from mech. tolerances, leads to a pronounced 
flux crowding as it can be seen from the FEM simulation results 
in Fig. 17(a). The impact of flux crowding on the actual core loss 
is estimated considering p ∝ Bβ

pu according to (1), where β = 2.4 
in this study. The avg. loss density of the multi-gap core is then 
given by,

(20)

where A denotes the total core area of the stack. Fig. 17(b) 
shows the avg. loss density for a fixed plate thickness and gap 
length (dp = 1 mm, dgap = 30 µm) but for a varying deviation. A 
tilt between plates has the most significant impact and results in 
an increase of the avg. loss density up to a factor of 2.3 for the 
worst considered error of dΔ = 50 µm. Note that the effective 
difference in gap length measured at both ends of the plate is 
actually twice dΔ as indicated in Fig. 17(a). Fig. 17(c) depicts 
the avg. core loss density as a function of the gap length dgap 

for a fixed plate thickness and the worst case error. It becomes 
evident that increasing the individual gap length allows to mitigate 
the impact of the error on the loss density. Likewise, Fig. 17(d) 
depicts how the loss density reduces when the stack is composed 
of thicker plates. It can be concluded from this study that even if 
all plates feature undisturbed ferrite properties, an excess of core 
loss can still be observed in a multi-gap inductor due to machining 
and assembly tolerances. A deviation of dΔ = 50 µm might reflect 
a worst case scenario, but it is reasonable to expect a deviation 
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of dΔ = 10 µm - 20 µm in practice. For instance the standard 
deviation in plate thickness measured with a precision caliper 
at all four lateral faces amounts to 5 µm in the case of the 
machined plates and to 23.7 µm in the case of the direct sintered 
plates (cf., Section IV and Section V) provided by Ferroxcube 
for this study. In order to isolate and correctly quantify surface 
related core loss, the multi-gap samples employed to obtain 
the experimental data presented in Section IV of this paper are 
constructed with 3 mm thick plates and 100 µm Mylar foil which 
limits the impact of mech. tolerances on the measured core loss 
to less than 5% for the (unlikely) worst case error.

Appendix B
Core Loss Increase Caused by Pressure Buildup

To ensure mechanical stability of the multi-gap inductor, the 
ferrite plates constituting the center limb have to be adhered 
to each other. The two-component adhesive Duralco 4460, 
which is based on epoxy resin was chosen for this task. Before 
application, the adhesive was mixed with spherical silica powder 
to provide a defined gap length [3]. Although the volume 
shrinkage of the glue is only 0.5% [36], the ferrite material is 

exposed to mechanical stress after this manufacturing process. 
Furthermore, since the cured glue shows a very low viscosity, 
the difference in thermal expansion coefficients of the glue 
(CTE of 64 ppm/K [36]) and the ferrite (CTE is approximately 
12 ppm/K) can cause additional mechanical stress on the 
ferrite material. The impact of mechanical compression on the 
permeability and the saturation flux density was investigated in 
several publications, e.g., [37]–[39]. However, these property 
changes are not critical in the case of the designed multi-
gap inductor (cf., Table I), since the effective permeability 
of the magnetic circuit is mainly determined by the length of 
the gap. Here, the most important observed parameter shift 
due to exerted mechanical stress on the ferrite is the increase 
in hysteresis losses. In [40] this effect was investigated on 
molded ferrites. E cores were glued on a PCB substrate and 
encapsulated using a transfer mold process at a temperature of 
175 °C and a process pressure of approximately 10 MPa. The 
core losses before and after this technological process were 
determined electrically by applying the measurement principle 
described in [41] and reviewed in Appendix D of this paper. 
It was observed that the core losses of the investigated ferrite 
materials are increased after the molding process. Fig. 18(a) 
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and (b) depict the measured results for 3F4 at 25 °C and 100 °C, 
respectively (in [40] material G was examined). The results 
show a more distinctive increase of core loss at higher flux 
densities, e.g., increase of core loss after molding at 1 MHz, 
100 °C and 20 mT by a factor of 1.2 and at 1 MHz, 100 °C 
and 150 mT by a factor of 1.7. Due to the larger share of eddy 
current losses at higher frequencies, the dependency of the core 
loss increase due to mechanical compression on the frequency is 
lower, e.g., an increase of core loss after molding at 100 mT, 
100 °C and 1 MHz by a factor of 1.74 and at 100 mT, 100 °C 
and 2 MHz by a factor of only 1.45 occurs. It is concluded in [40] 
that only the hysteresis losses are increased by mechanical stress 
on the material. Furthermore, it is worth noting that the increase 
of the core losses is lower at a temperature of 100 °C compared 
to 25 °C. How much the additional hysteresis losses in the stack 
of ferrite plates can be reduced by using a more elastic adhesive, 
for instance Duralco 4538 with a shore hardness of only D70 
[36], is the subject of ongoing research.

Appendix C
Ohmic Conduction Loss in Ferrite

Another origin of core loss in the multi-gap inductor design 
discussed in Section I is related to the finite conductivity of the 
MnZn ferrite and the high parasitic capacitance between the 
winding packages (cf., Fig. 1(a) and (b)) and the outer magnetic 
core. The effect can be explained by means of Fig. 19(a).

Between both outer turns of the top and bottom winding 
package and the ferrite of the magnetic return path (outer limb) 
a high parasitic capacitance is formed due to the comparably 
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Fig. 18.  Impact of molding on the core loss density of MnZn ferrite material 
3F4 at (a) 25 °C and (b) at 100 °C.

large surface of the foil winding. By means of a simple plate 
capacitor model, the capacitance per winding package is 
estimated to be approximately 120 pF (relative permittivity 
of the insulation foil: 3.5, the foil thickness: 60 µm, surface of 
one winding package that is covered by ferrite: 240 mm2). The 
voltage occurring between both turns is the total inductor volt-
age, because the outer turn of the top winding package is the 
first and the outer turn of the bottom winding package is the 
last turn of the inductor winding. Therefore, a high parasitic 
current through the ferrite material occurs at high frequencies 
and causes additional losses in the ferrite material due to the 
finite ohmic resistance of the ferrite. Fig. 20(a) shows the 
measured specific impedance of the MnZn ferrite DMR51. 
The measurement was performed on a ferrite cuboid (length: 
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8.2 mm, cross section: (2.6 × 3.0) mm2) using the impedance 
analyzer Agilent 4294A. The MnZn ferrite material is com-
prised of grains with a relatively low specific ohmic resistance 
and layers of high resistivity between these ferrite grains. 
At frequencies up to 4 kHz the specific impedance is almost 
exclusively determined by the specific ohmic resistance of 
the grain boundaries and is approximately 8.3 Ωm. At higher 
frequencies an additional capacitive current flows across the 
isolating layers (grain boundaries), thus the impedance features 
a capacitive imaginary part and the magnitude reduces. The 
specific impedance of the DMR51 material at a frequency of 
1 MHz is only (0.3 - 0.58i) Ωm.

Considering the geometry of the inductor, the resulting 
impedance of the average conduction path through the ferrite 
at a frequency of 1 MHz caused by the described parasitic 
capacitance is ZFe = RFe + jXFe = (47 - 91i) Ω (length of the 
conduction path: 9 mm, cross section: (1.9 × 30) mm2). It 
follows then that the impedance of the equivalent circuit 
(cf., Fig. 19(c)) is given by

(21)

wherein the approximation holds since ωL >> RCu and parameter 
C represents the series connection of both parasitic capacitances 
between the outermost turns of the respective winding package 
and the outside magnetic core as well as the capacitive part of 
ZFe (120 pF || 120 pF || 1.7 nF in total C = 58 pF). Computing the 
real part of (21) allows to estimate the impact on the measured 
ohmic resistance ΔR of the inductor at a frequency of 1 MHz 
given by

(22)

This is equivalent to an increase of the winding resistance and 
a decrease of the quality factor by roughly 20%, respectively. 
Considering a triangular current mode (TCM) inverter designed 
to comply with the Google Little Box Challenge specifications 
[7], similar to the converter presented in [6] but with lower 
output inductance value (7 µH instead of 10 µH), it is estimated 
that the ferrite conduction losses amount on average to an 
additional 240 mW core loss per inductor. To minimize these 
additional losses the distance between the outer magnetic core 
and the winding packages can be increased. However, this 
leads to an increase in inductor size. A further possibility is 
to insert a low impedance shielding layer between the ferrite 
and the winding packages in order to bypass the impedance 
of the core (cf., Fig. 19(b)). For this purpose a copper foil with 
a thickness in the range of 20 µm can be used or the ferrite 
material can be coated with copper by a galvanic process. As 
can be seen in Fig. 20 (measurement device Agilent 4294A) 

the utilization of the shield avoids the conduction losses in the 
ferrite material, the quality factor at high frequencies increases 
to the value corresponding to the HF winding resistance (e.g., 
at f = 1 MHz from Q = 505 to Q = 610). It can also be noticed 
that the apparent increase of inductance value due to the 
occurring resonance is shifted slightly to a lower frequency in 
case of the shielded inductor because of the increase in winding 
capacitance of roughly 2 pF.	

Appendix D
Electrical Measurement of Surface Loss

Several electrical core loss measurement techniques have 
been presented in literature and a comprehensive overview 
is given in [42]. In the conventional two-winding wattmeter 
method, the core loss is calculated with the measured primary 
current and the induced voltage across a second auxiliary 
winding used to exclude ohmic losses of the excitation winding 
from the power measurement. The measurement error derived 
in [41] for a given phase-shift between voltage and current, 2, 
and a phase discrepancy introduced by the instrumentation, Δ , 
is given by

(23)

Thus, in order to minimize the potential measurement error 
caused by bandwidth limitations and/or uncompensated delays 
of the employed probes and to enable the characterization 
of high-Q, low-loss core materials at high frequencies,the 
sensitivity to phase errors is reduced by compensating the 
reactive impedance of the device under test (DUT) with a 
series connected capacitor or an air core inductor with opposing 
winding directions [41], [43]. A disadvantage of this technique 
is that add. power loss from the resonance capacitor (or air 
core inductor) is included in the power measurement and must 
be subtracted from the total loss based on a loss model of the 
component. The basic circuit schematic of the two-winding 
method with resonance capacitor is shown in Fig. 21(a) and 
typical waveforms for sinusoidal excitation are depicted in 
Fig. 21(b), showing that the aux. voltage vaux = vL + vC is in 
phase with the excitation current ip. According to literature, the 
resistance modeling the core losses is typ. drawn in series with 
the magnetizing inductance rather than in parallel since this 
facilitates a straightforward calculation of the losses for given 
primary current. Fig. 21(c) shows the test circuit employed in 
this study with additional sense winding with N2 turns and a 
varistor at the input to protect the HF voltage source (Iwatsu IE-
1125B) from over voltages. The sense winding is not used for 
the power instrumentation but to ensure the correct flux density 
amplitude in the sample as mentioned previously. For the two-
winding wattmeter method to correctly exclude the winding 
losses, the excitation and auxiliary winding must feature close 
to ideal coupling. Now, the total losses measured with the test 
circuit are the sum of core losses in the E-type test circuit, Ptest, 
the losses of the inserted multi-gap sample, Psample, and the 
additional loss in the resonance capacitor, Pcap,	
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Fig. 21.  (a) Circuit schematic of the two-winding wattmeter method with resonance capacitor and (b) typical waveforms for sinusoidal excitation showing that the 
aux. voltage vaux = vL + vC is in phase with the excitation current ip. (c) Electrical core loss test circuit used in this study with additional sense winding with N2 turns 
and a varistor at the input to protect the HF voltage source; for the two-winding wattmeter method to correctly exclude the winding loss, the excitation and auxiliary 
winding must feature close to ideal coupling. The sense winding in this work is not used for the power instrumentation but to ensure the correct flux density amplitude 
in the sample.

(24)

As proposed at the beginning of Section III, the total losses in 
the multi-gap core are the sum of the conventional core losses 
associated with the bulk ferrite material of the individual plates, 
Psample,c, and the surface related loss component, Psample,s. It 
follows that,					   

(25)

In order to extract Psample,s from the total measured loss the 
following idea is proposed. For a specific operating point ｛

 
, f｝, 

two loss measurements using multi-gap samples with distinct 
number of gaps are carried out. The samples are constructed in 
such a way that the total ferrite core volume remains constant 
and the individual gaps are adjusted to achieve identical 
reluctance. An example of two samples with 5 and 15 plates is 
provided in Table IV. It follows that for an identical reluctance 
of the two considered multi-gap samples, the equivalent 
reluctance of the entire magnetic test setup (test circuit and 
sample) remains constant and consequently the necessary 
excitation current to impress a specific flux density level in the 
sample will be equal. As a result, the losses of the test circuit 
and the resonance capacitor should ideally remain constant 
for a given operating point regardless of how many gaps are 
present in the installed sample. Now, the difference of two loss 

measurements with samples featuring a total of u and v gaps, is 
given by

(26)

(27)

(28)

wherein Pu
sample, c= Pv

sample, c because the samples are designed to 
feature identical bulk volume (neglecting minus cule surface 
layer volume difference between samples), and P u

core = Pv
core, 

P u
cap = P v

cap because of the identical reluctance and excitation 
current as mentioned previously. The surface loss in a sample 
with u gaps can furthermore be expressed as

(29)

where κ~s is the surface loss density of plates with cross section 

TABLE IV
Two Distinct Samples With Identical Core and Total Gap Length

# Gaps Plate Thickness Gap Length Sample Length

4 3 mm 175 µm 15 .7 mm
14 1 mm 50 µm 15 .7 mm

v

κ

(u,v)
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Ap. Inserting (29) in (26) and rearranging yields

(30)

Thus by subtracting two measurements with identical operat-
ing point but using samples with different number of gaps the 
surface loss density can be extracted.

Unfortunately, the perfect cancellation of the test circuit 
power loss cannot be achieved in reality. Although it is quite 
challenging, it is possible to tune the gap length such that the 
impedance analyzer reads similar inductance values of the 
test circuit with either of the two samples installed. However, 
achieving a similar overall inductance value does not imply  
identical leakage flux conditions in the test circuit. Depending 
on the installed sample (cf., Table IV), a difference of up to 
15% - 20% of required magnetization current for a specific 
flux density amplitude was observed during first preliminary  
measurements.

Now, from (29) and (30) it can be seen that the measurement 
error of the surface loss density is directly determined by the 
error in computing ΔP. The error in ΔP is not only affected 
by the error in the power instrumentation but also takes into 
account the systematic error arising from different leakage flux 
conditions in the test circuit and uncertainty in the ESR of the 
resonance capacitor which can be mitigated by using a large 
number of turns in the primary winding in order to keep current 
ip low. Still, a rel. error of 15% - 20% in the Ptot loss measurement 
is a reasonable estimate. Furthermore, for a sample with 15 plates 
and a mid-range operating point｛125 mT, 400 kHz｝the actual 
surface loss amounts to just 20% - 30% of the total measured 
power, Ptot. It follows then that the relative measurement error 
of κ~s is likely in the range

(31)

which is too pronounced to obtain robust experimental results 
for a comparison of different ferrite materials and to examine 
the impact of different machining/manufacturing techniques 
and post-machining treatments on the surface loss. Since a 
direct measurement of the sample loss reduces the relative 
measurement error significantly, the thermometric measure-
ment technique based on accurate temperature rise monitoring 
as discussed in Section III of this paper was developed.
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Online Junction Temperature Estimation Method 
for SiC Modules With Built-in NTC Sensor

Ping Liu, Changle Chen, Xing Zhang, and Shoudao Huang

Abstract—Silicon carbide (SiC) devices characterized by 
high efficiency, high power density and wide bandgap, have 
great potential in many advanced applications, such as electric 
automotive, aviation and military. Thermal management, 
condition monitoring and life estimation of SiC modules are 
essential to achieve high reliability. These control techniques 
require realtime monitoring or estimation of the module's junction 
temperature. This paper proposed a thermal model based on 
an integrated negative thermal coefficient (NTC) thermistor in 
SiC modules. The Finite Element Methods simulation results 
showed that the parameters of the thermal model are invariant 
under different heat dissipation conditions and ambient tem-
peratures. The combination of the proposed thermal model with 
the reading of NTC sensor realized the online estimation of the 
junction temperature. The accuracy of the thermal model and the 
independence of thermal impedance were verified by simulation 
and experimental results.

Index Terms—Boundary conditions, junction temperature, silicon 
carbide (SiC), thermal model.  

I. Introduction

SILICON carbide (SiC) power semiconductor devices, 
with  great potential in future power electronic conversion  

systems, have been widely used  in  high-reliability applications, 
such as automotive, aerospace and military. The SiC modules 
have the features of higher power densities, more compact  
package and higher efficiency. These features make it crucial 
to find a precise method of measuring or estimating junction 
temperature of SiC devices during the operation. In addition, 
the precise real-time junction temperature plays an important 
role in the thermal management control, condition monitoring 
and lifetime estimation. It will facilitate the reliability and stability 
analysis of the SiC devices.

In the literature, many studies have been conducted on chip/
power module thermal analysis. There are several advanced 
simulation tools used, such as Finite Element Method (FEM), 
Finite Difference Method (FDM) and Finite Volume Method 
(FVM) [1]-[3]. All of them can provide precise and detailed 
thermal information of the power devices during steady-state 

Manuscript received November 28, 2018. This work was supported by the 
provincial strategic emerging industries scientific and technological researches 
and major scientific and technological achievement transformation project 
under Grant 2017GK4020.

The authors are with the College of Electrical and Information Engineering, 
Hunan University, Changsha, China (e-mail: lp1481@gmail.com; 
chenchangle@hnu.edu.cn; zhxing@hnu.edu.cn; hsd1962@hnu.edu.cn). 

Digital Object Identifier 10.24295/CPSSTPEA.2019.00009

and transient operation. However, massive computation time  
are needed due to the complex three-dimensional structure of 
the power modules and multi-physics environments. Thus, they 
are not suitable for the long-time load profile analysis of the 
power modules and online temperature estimation.

Among other solutions, RC-lumped thermal network (RC-
TN) and thermo-sensitive electrical parameters (TSEPs) are 
widely used with fast response [4]-[7]. The RC-TN-based 
method relies on a one-dimensional RC network with multiple 
time constants. Fixed thermal impedance values are used, 
which will change under some special conditions, such as 
nonlinear characterization, fatigue of thermal interface materials 
and abnormal cooling conditions. This high dependence on 
the multi-order thermal model reduces the accuracy of the RC-
TN-based method. In addition, the TSEPs-based method has 
the following limitations: 1) complexity caused by additional 
circuit; 2) issues on measurement accuracy and robustness to 
noise; 3) impact of invasive methods on the normal operation. 
Hence, it is still a challenging task to rapidly and accurately 
estimate the temperature of the power semiconductor under 
real-time applications.

In fact, many existing power modules are equipped with a 
temperature sensor, which usually is a negative thermal coefficient 
thermistor (NTC). For the module under test in this work, the 
NTC was located on the same ceramic substrate as the SiC 
MOSFET and diode chips (see Fig. 1). It could be used to 
predigest the thermal model of the power module, making it 
easier to estimate the chip junction temperature under less impact 
of the thermal grease fatigue and cooling condition changes. 
Usually, the integrated NTC is only aimed at protecting and 
monitoring when the junction temperature reaches a threshold 
value, as well as ensuring turn-off procedures. Few thermal 
models estimating the junction temperature through the 
integrated NTC have been proposed in [8]-[10]. However, the 
fly in the ointment is the response or accuracy when tracking the 
dynamic junction temperature variation in real-time applications. 
In [9], an experimental method was put forward to extract the 
thermal network parameters, ignoring the thermal impedance of 
the diode. Also, the influence of the heat dissipation effect and 
ambient temperature on the thermal model was not considered.

In this paper, a thermal model was obtained by FEM simu-
lation, aiming to estimate the junction temperature for the power 
devices in SiC power module [11], [12]. Based on this method, 
estimation of the junction temperature can be realized by the 
NTC sensor reading and the thermal network between the 
chips and NTC. Due to the use of NTC, analyzing the thermal 
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resistance of the low physical layers becomes unnecessary. In 
addition, experimental results showed the thermal resistance 
remained unchanged under different heatsink or ambient tem-
perature conditions. It proved the proposed model to be much 
applicable to the circuit simulator for long-time load profile 
analysis or the condition monitoring of the power modules.

II. Modeling of Thermal Impedance Network

The test SiC module CREE CCS020M12CM2 in the 
paper is shown in Fig. 1. In detail, the selected SiC MOSFET 
module consists of 3 half-bridge parallel converters, including 
6 MOSFET and 6 diode chips, which are all installed on the 
Direct Copper Bonded (DCB). The three-dimensional finite 
element simulation model and structural parameters of this 
module are presented in Fig. 2. The finite element simulation 
model of the SiC MOSFET module is provided in Fig. 3.

When the SiC MOSFET module is operated under low-
frequency and high-power or standstill conditions, a maximum 
DC current will flow through a single diode continuously. This 
may result in a rapid growth in the junction temperature of the 

Fig. 1.  Module under test (CREE 1200 V/20 A, SiC MOSFET module: 
CCS020M12CM2).

Fig. 2.  Thickness and length dimension of each layer of the SiC MOSFET module.

diode. Therefore, establishing thermal models for both MOSFET 
and diode becomes essential. Fig. 4 shows the thermal model of 
the SiC MOSFET module established by NTC, where Zth(M-NTC) 
and Zth(D-NTC) represent the thermal resistance from the MOSFET 
and the diode respectively to NTC. The relationship between 
the transient thermal impedance Zth(j-N)(t) and the step power loss 
at the chip is defined as:

(1)

After obtaining the power loss P(t) of the SiC MOSFET 
module and the NTC temperature TNTC, junction temperatures 
with any power dissipations can be expressed by (2), which 
is the form in s-domain. The power losses used in the thermal 
model are calculated based on the SiC module datasheet. The 
power loss for the power semiconductor devices is composed of 
two parts: conduction loss and switching loss, which has been 
well investigated [13].

(2)

To get the junction temperatures, thermal impedance between the 
chip and NTC is in need. A second-order Foster thermal network 
is shown in Fig. 5, the dynamic response of which can well reflect 
the heat flow from the MOSFET or diode to the NTC sensor by the 
curve fitting method. Therefore, the thermal impedance elements in 
(2) are represented by this circuit impedance. The transfer function 
of the thermal network is obtained as:

(3)

NTC Sensor

MOSFET chip

Diode chip

DCB section

Fig. 3.  Schematic of the 1200 V/20 A SiC MOSFET module modeled FEM analysis.

Fig. 4.  Thermal model of the SiC MOSFET module with integrated NTC sensor.
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Fig. 5.  Proposed Foster thermal model.

where the time constant τth(j-N) equals to Rth(j-N) * Cth(j-N).
Generally, the fourth-order thermal model of the power 

module in the datasheet is provided by the power module 
manufacturer. In practical applications, the thermal model is 
converted into a difference equation in advance and then applied 
to achieve programming. The calculation of the thermal model 
in the datasheet requires 80 instruction cycles. The calculation 
of the proposed thermal model requires 40 instruction cycles. In 
terms of programming implementation, the proposed thermal 
model exhibits a higher response speed.

According to the zero-hold transform method, (3) is 
transformed into the z-domain transfer function (4), in which 
Ts is the sampling period. Thus, the z-domain form of (2) is 
obtained. Then, with the obtained parameters Rth(j-N) and τth(j-N) 

in (3), junction temperature of the chip can be estimated by the 
processor.

(4)

The step response of the thermal network is expressed by an 
exponential term as given in (5).

(5)

To obtain the proposed thermal network parameters,  
parameters Rth(j-N) and τth(j-N) in (5) under different boundary 
conditions should be derived by the curve fitting of the step 
response. The ANSYS Workbench was selected to conduct the 
transient thermal analysis and to obtain the step responses. The 
boundary conditions of the FEM simulation are listed in Table I.

TABLE I
Boundary Conditions in FEM Simulation

Power dissipation 40 W per chip 
Ambient temperature 25~100 °C  

Coefficient of convection with 
air 10~10000 W/(m

2
•K) 

Elements 18167 

To explore the impact of heatsink boundary condition on 
SiC MOSFET modules, a coefficient htc was introduced to 
represent the capability of the cooling system [14]. It can be 
defined as:

(6)

where q is the amount of heat transferred between two 
different materials and ∆T is the temperature difference. 
The equation indicates that, the higher the htc, the better the 
capability of the heat conduction between different layers with 
the same heat.

For SiC modules with a certain cooling system (constant htc 
coefficient), the heat is mainly localized beneath the chips. It 
not only leads to a smaller heat spreading, but also reduces the 
effective heat dissipation area and increases thermal resistance. 
This enlarges the temperature difference between the junction 
and the heatsink. According to the heat transfer textbook, 
the coefficient htc in this paper ranged from 10 W/m2•K to 
10000 W/m2•K, representing common cooling method like 
forced convection-air and forced convection-water used in SiC 
modules [15]. On the other hand, the ambient temperature was 
set from 25 °C to 100 °C to study the effect on thermal resistance 
in FEM simulation. As the results shown in Fig. 6 and Fig. 7, 
little change was found in the thermal resistance Zth(M-NTC) 
and Zth(D-NTC) under different ambient temperatures, or under 
different htc. This phenomenon may originate from the stalling 
location of the NTC sensor, which was away from heatsinks 
and on the same layer with the heat sources.

The thermal model is provided in the datasheet, which 
shows the necessity to establish a thermal impedance network 
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Fig. 6.  (a) Thermal resistance Zth(M-NTC) under different ambient temperatures 
when htc is 10000 W/m2•K. (b) Thermal resistance Zth(M-NTC) under different 
values of htc when ambient temperature is 25 °C.
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from the chip to the heatsink. During the long-term operation 
of the power module, aging of the solder layer under the 
substrate plate and thermal grease are inevitable. In this case, 
the previously determined thermal resistance network model 
will be greatly offset, resulting in errors in junction temperature 
prediction. However, as described above, the heat dissipation 
conditions and ambient temperature of the heatsink have little 
impact on the heat model proposed in this paper. Therefore, 
from the perspective of long-term operation, the proposed 
model is more adaptable and accurate than that described in the 
datasheet.

Based on the above discussed cases and results, transient 
thermal impedance Zth(j-N) (t) was obtained from Fig. 8. The 
three-dimensional finite element model of the SiC module was 
established by using ANSYS finite element software. Then, a 
step power loss was loaded on the chip, and the temperature 
curves of the chips and the NTC sensor were detected. The 
junction temperature curves of the chips and NTC with ambient 
temperature T = 25 ˚C and htc = 10 W/m2•K are shown in 
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Fig. 7.  (a) Thermal resistance Zth(D-NTC) under different ambient temperatures 
when htc is 10000 W/m2•K. (b) Thermal resistance Zth(D-NTC) under different 
values of htc when ambient temperature is 25 °C.

Obtain the structure and 
material parameters of 

SiC power module

Build models and set 
material properties

 
set boundary conditions

 SiC  power module 
finite element model

Step loss is applied to 
the chip

Transient thermal 
simulation

Extract the chip junction  
temperature and NTC 

temperature curve  

 

Obtain the  parameters 
of the device thermal 

model

Curve fitting by

MATLAB

Subdivision mesh and

Fig. 8.  Flowchart of thermal impedance extraction for SiC module.

Fig. 9. Finally, the parameters of the thermal impedance in (5) 
were acquired by means of the curve fitting method. Thermal 
impedance parameters under different coefficient htc and 
ambient temperatures were described as constants, listed in 
Table II. With all the impedance parameters obtained, junction 
temperatures were then estimated by the z-domain form of (2) 
in the microcontrollers.

III. Simulation and Experimental Verification

To verify the accuracy of the presented thermal model, simu-
lations were performed through MATLAB/Simulink and 
FEM. On basis of Fig. 5 and (2), a thermal model was built, in 
which MATLAB/Simulink was used to estimate the junction 
temperature of the chips in the SiC power module. The 
estimation results were indicated by the comparison between 
the FEM simulation and the experimental results.

Fig. 10 shows the simulated junction temperature under 
different load conditions. Parameters in MATLAB/Simulink 
simulation are listed in Table III. The experimental results using 
the proposed model were found to be in line with those of the 
FEM simulation.

The effectiveness of the presented method was verified by 
an experiment, in which an opened SiC module was mounted 

TABLE II
Thermal Impedance of MOSFET-to-NTC and Diode-to-NTC

 MOSFET (Zth(M-NTC) ) Diode (Zth(D-NTC) ) 

R
th 

[K/W] 0.7085 0.1682 0.6659 0.1642 

C
th
 [J/K] 0.0141 2.9727 0.01502 1.2 

τ
i 
[s] 0.01 0.5 0.01 0.2 
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Fig. 9.  (a) Thermal responses of the MOSFET chip and NTC. (b) Thermal 
responses of the diode and NTC.
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on a heatsink. An isolated optical fiber temperature sensor 
OTG-F-10 from Opsens was selected to directly measure the 
junction temperature of the power devices, as shown in 
Fig. 11(a). The test conditions for the inspected SiC MOSFET 
module were a square wave load with a peak current of 5 A and 
a heatsink temperature of 25 °C. The test period was set as 
20 seconds with a duty cycle of 50%.

Fig. 11(b) shows the estimated temperature and measured 

Fig. 10.  Estimated junction temperatures of SiC MOSFET and diode under 
different load conditions: (a) Square wave load. (b) AC load.

temperature during the power cycling test. It was found that 
the estimation junction temperature (Tj-EST) obtained by the 
proposed thermal model was consistent with the measured 
result (Tj-Measure).

IV. Conclusions

In this paper, a new junction temperature estimation method 
based on integrated NTC sensor for SiC modules was presented. 
A second-order Foster thermal network was established to 
represent the heat transfer between the chips and the integrated 
NTC. The comparison between the simulation and the 
experimental results demonstrates the following advantages 
of the proposed method: 1) compared with the conventional 
RC-TN-based solution, it has faster response and improved 
accuracy in junction temperature estimation with second-
order RC lumped thermal network; 2) it is non-invasive with 

Fig. 11.  Experimental set-up and results: (a) Photo of the set-up which shows 
SiC module with optical fibers for temperature measurement. (b) Experimental 
results during power cycling test: (upper) load current, (lower) measured Tj-Measure 
of SiC MOSFET, and estimated Tj-EST using proposed thermal model and TNTC.

TABLE III
Simulation Parameters in MATLAB/Simulink

 Square waveform load AC load 

Peak power 40 W 

Period 10 s 1 s  
Duration 5 s  0.5 s  

Ambient temperature 25 °C  
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simple implementation and gets little impact from the ambient 
temperature or heatsink condition changes; 3) it is able to 
realize quick, accurate and robust measurement of the power 
modules’ online temperature; 4) it is much appropriate to be 
used in circuit simulators for long-time load profile analysis or 
the condition monitoring of power modules.
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