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Editorial for the Inaugural Special Issue on the 
Developing Trends of Power Electronics: Part 2

WITH this editorial, we sincerely welcome our readers 
to the brand-new publication — CPSS Transactions 

on Power Electronics and Applications (CPSS TPEA). It is 
sponsored and published by China Power Supply Society 
(CPSS) and technically co-sponsored by IEEE Power Elec-
tronics Society (IEEE PELS).  

CPSS was founded in 1983 and has been the only top-lev-
el national academic society in China that solely focuses 
on the power supply/power electronics area. In the past 30-
plus years CPSS has dedicated to provide to its members, 
researchers, and industry engineers nationwide with high 
quality services including conferences, technical training, 
and various publications, and this in deed has helped the so-
ciety build up its membership rapidly, which now totals up 
to more than 4000 individual members plus 500 enterprise 
members. The fast growth of membership in turn compels 
CPSS to always work out better services for its members, 
one of which being the open-up of this periodical — a new 
journal in English language as a publication platform for in-
ternational academic exchanging. This of course needs to be 
done through international cooperation, and that’s why IEEE 
PELS is tightly involved, being the premier international ac-
ademic organization in power electronics area and one of the 
fastest growing technical societies of the Institute of Electri-
cal and Electronics Engineers (IEEE).

To fulfill the publishing need of the fast-developing pow-
er electronics technology worldwide is a more important 
purpose of launching this new journal. So far there are only 
3 or 4 existing journals which are concentrated on power 
electronics field and have global reputation. For quite a few 
years people in the international power electronics com-
munity have had the feeling that, the existing journals have 
not even come close to meeting the huge demand of global 
academic and technology exchanges. E.g., the two existing 
IEEE power electronics journals, i.e. IEEE Transactions 
on Power Electronics (IEEE TPEL) and IEEE Journal of 
Emerging and Selected Topics in Power Electronics (IEEE 
JESTPE), now publish about 1000 papers a year, which is 
under a very low paper acceptance rate of around 25%, but 
still have a back-log of about one year for the newly accept-
ed papers to finally appear in printed form to the public. The 
addition of this new dedicated journal would be an ideal im-
provement to fulfill such a tremendous need.

The booming of publishing need really is an indicator of 
how fast power electronics has been developing in recent 
years. Innovations have been continuously coming up from 

component (both active device and passive device), module, 
circuit, converter, to system level, covering different tech-
nical aspects as topology or structure conceiving, modeling 
and analysis, control and design, and measurement and 
testing. New issues and corresponding solutions have been 
continuously presenting as the applications of power elec-
tronics prevail horizontally in almost every area and corner 
of human society, from industry, residence and commerce, 
to transportations, and penetrate vertically through every 
stage of electric energy flow from generation, transmission 
and distribution, to utilization, in either a public power grid 
or a stand-alone power system. I personally believe that we 
are entering a world with “more electronic” power systems. 
The prediction around 30 years ago, that power electronics 
one day will become one of the major poles supporting the 
human society, is coming into reality. And I also believe, that 
power electronics is going to last for long time as an import-
ant topic since it is one of the keys to answer a basic ques-
tion for human society, which is how human can harness 
energy more effectively and in a manner friendlier to both 
the user and the environment.  

Therefore, I assume that there is probably no better fitting 
as for CPSS TPEA to publish its first few issues under a spe-
cial topic about the developing trends of power electronics. 
We have invited a group of leading experts in different areas 
of power electronics to write survey/review papers or special 
papers with review/overview nature to some extent. To pub-
lish in a timely and regular style, we organize this inaugural 
Special Issue into different parts. Part 1 was published in the 
December issue last year, Part 2 appears in this March issue, 
and the following parts are scheduled for the next issues.

In Part 2 we are honored to have 8 invited papers. For the 
first 3, each addresses one hot topic respectively in one of 
the 3 major application areas of power electronics: electric 
power grid, motor drives, and power supplies. The next 3 
follow up with the state-of-the-arts in the structure or con-
verters that are adopted in data center power systems, while 
the last 2 discuss specific issues for general power electronic 
circuits and systems.  

We begin with a paper on the modernization of electric 
power grid. It is co-authored by Dr. Don Tan and Dr. Damir 
Novosel representing leadership of IEEE Power Electronics 
Society and IEEE Power and Energy Society respectively. 
It presents how power electronics & systems (PEAS) tech-
nology could possibly provide smart technology solutions 
for the power grid modernization to meet the grand energy 
challenge.

The second paper reviews the technology, research, and Digital Object Identifier 10.24295/CPSSTPEA.2017.00001
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applications of switched reluctance drives (SRD). It is writ-
ten by Dr. Rik W. De Doncker and his research group from 
RWTH Aachen University, and presents a broad overview 
of the SRD taking into consideration all aspects such as ma-
chine modeling, design, control development, applications 
on the market and the focus of current research. 

The third paper is about very high frequency (VHF) power 
converters. It is written by Dr. Dianguo Xu and his research 
group from Harbin Institute of Technology. It starts from the 
application background, introduces different topologies, and 
discusses resonant driving and control methods in a survey 
form.

The fourth paper is regarding data center challenges and 
their power electronics solutions. It is written by Dr. Philip T. 
Krein from the University of Illinois at Urbana-Champaign. 
The paper reviews the power hierarchy levels within modern 
data centers, and considers energy consumption and power 
electronics challenges across all levels of a data center, in-
cluding building distribution, dc architectures, and conver-
sion down to the board level.  

The fifth paper is written by Dr. Johann W. Kolar and his 
research group from ETH Zurich, discussing techniques to 
realize highly efficient rectifier with minimized life cycle 
cost in DC data centers. It demonstrates how semiconductor 
technology, chip area, magnetic component volumes and 
switching frequency can be selected based on life cycle cost 
using analytical and numerical optimizations, and can be ap-
plied to three-phase buck-type PFC rectifier with integrated 
active filter for 380V DC distribution systems.

The sixth paper is written by Dr. Yan-Fei Liu and his rese-
arch group from Queen’s University, discussing LLC convert-
er with possible application in data center, telecom, PV, and 
battery charging etc. It provides a comprehensive review on 
the latest advances of LLC converter from the perspective 
of topology and control with techniques range from high 
current, fast dynamic response to wide operational voltage 
range.

The seventh paper is written by Dr. Bo Zhang from the 
South China University of Technology, about sneak circuit 
— the unexpected path or operational status in an electric or 
electronic circuit due to the limitation or oversight in design.  
The paper briefly reviews sneak circuits in power converters 

and corresponding analyzing methods, with some interesting 
application examples.

Last but not least, the eighth paper is written by Dr. Chi 
K. Tse and his research group from Hong Kong Polytechnic 
University, revisiting stability criteria for DC power distri-
bution systems. The paper focuses on the stability of cur-
rent-source converter systems through an impedance-based 
approach, where a general set of stability criteria is devel-
oped and experimentally verified.

I’d like to thank the authors of all these 8 invited papers. 
It’s their high-quality contributions that finally leads to the 
launching of this new journal. I’d like to thank Dehong Xu, 
President of CPSS, who in 2015 initiated the idea of pub-
lishing the new journal and since then has been persistently 
supporting my work as the founding Editor-in-Chief. I’d 
also like to thank Jiaxin Han, Secretary General of CPSS, 
Jan A. Ferreira, President of IEEE PELS, 2015-2016, Don 
F. D. Tan, President of IEEE PELS, 2013-2014, and Frede 
Blaabjerg, IEEE PELS Vice President for Products, 2015-
2018, who form the CPSS and IEEE PELS Joint Advisory 
Committee for our new journal with Dehong Xu and myself. 
Other IEEE officers and leading staffs like Dushan Boro-
jevich, PELS President, 2011-2012, Alan Mantooth, PELS 
President, 2017-2018, Mike Kelly, PELS Executive Direc-
tor, and Frank Zhao, Director of China Operations, IEEE 
Beijing Office, just to name a few, also provided continuous 
support and constructive advices. My earnest thanks also go 
to the CPSS Editorial Office led by Lei Zhang, Deputy Sec-
retary General of CPSS, for their wonderful editing work. It 
would not have been possible to create a new journal in such 
a short time without their efforts. I’d like to finally thank all 
the members of the Executive Council of CPSS and particu-
larly the leaders of Chinese power electronics industry. They 
always firmly stand behind CPSS TPEA and ready to help 
whenever needed.
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Energy Challenge, Power Electronics & Systems 
(PEAS) Technology and Grid Modernization

Don Tan and Damir Novosel

Abstract—Modern society has reached a point where virtu-
ally every crucial economic and social function depends on the 
secure and reliable operation of the electrical power and energy 
infrastructures. The energy consumption growth and the pop-
ulation growth are pushing world’s total energy consumption 
to double by 2050. This represents grand challenges and oppor-
tunities for power electronics and electric power systems en-
gineers to modernize the power grid. Power electronics & sys-
tems (PEAS) technology is increasingly important for smarter 
distributed systems, particularly for power grid modernization. 
This paper discussed smart technology solutions, such as PEAS, 
for the changing nature of the electric power system. Specific 
technical challenges that are facing the power electronics and 
electric power systems communities are then elaborated. It is 
shown that we can meet the grand energy challenge by lever-
aging the grid modernization efforts. To provide electric power 
to twice as many people does not have to increase the required 
environment footprint.

Index Terms—Power electronics, electric power systems, grid 
modernization, energy challenges, energy solutions, large elec-
tronic power transformers, renewable energy, all things grid 
connected.

I. IntroductIon

THE electrical grid is an amazing engineering achieve-
ment. The US National Academy of Engineering named 

it as number one among the top twenty engineering achieve-
ments for its “vast networks of electricity to provide power 
for the developed world” [1]. Over the last century, the grid 
has evolved into a system of systems. The technology is 
mature and electricity reliability (availability) is 99.99% 
or better. However, the basic technology of the electrical 
power grid was developed about a century ago and has been 
incrementally improved and its operation evolved [2], as 
new technologies, such as computing, sensors, and commu-
nications networking, became available. The electric power 
systems in the industrialized world, in addition to generally 
being quite old, particularly in large metropolitan areas, face 
challenges caused by new technology deployment trends, 
environmental concerns, new weather patterns, changing 
consumer needs, and regulatory requirements. New technol-
ogy trends include development of more efficient, reliable, 
and cost-effective renewable generation and Distributed 

Energy Resources (DER), energy storage technologies, Elec-
tric Vehicles (EV), monitoring, protection, automation, and 
control devices, and communications that offer significant 
opportunities for realizing a sustainable energy future. 

In the past, the distribution system was designed and 
built to serve peak demand (and comply with reliability and 
quality of service requirements) and was a passive delivery 
infrastructure with a radial “down and out” paradigm for the 
delivery of energy to consumers. Consumers used what they 
needed/wanted, the wholesale infrastructure provided the 
energy, and the T&D system delivered it with no need for 
real-time operation of the distribution system. Distribution 
operations consisted of construction, maintenance, and out-
age management –– not of managing delivery per se. Today, 
customers are increasingly using the grid as a means to bal-
ance their own generation and demand and also as a supplier 
of last resource when their generation is unavailable. They 
expect to deliver excess generation back to the grid and to be 
paid for it, without restrictions on their production. And they 
still expect the grid to “be there” when they need it. In order 
to meet these needs, the very architecture of the distribution 
grid has to change and adopt new technologies, ways of 
planning, and ways of operating. Consumers are demanding 
changed business models and regulators and policy makers 
are striving to satisfy and even encourage them, sometimes 
running ahead of the grid’s abilities to accommodate the new 
policies.

With the proliferation of smart devices, such as smart 
phones and other emerging wearable smart devices, a wave 
of industry systems are being digitized with computing pow-
er to be smart. It is safe to predict that all things that were 
industrialized will be digitized in order to make it smart. The 
future of our society will be revolutionized by the distributed 
smarter systems [3]. 

The grid that was originally developed in the last century 
requires addressing following issues due to integration of 
distributed energy resources (DER): 1) Bidirectional power 
flow; 2) Low fault currents and inadequate fault isolation; 
3) Improved voltage management; 4) Low system inertia 
requiring improved frequency regulation; 5) Maintaining or 
improving reliability 6) Maintaining or improving safety 7) 
Transmission congestion; and 8) Efficient system operation 
and maintenance. 

Power electronics & systems (PEAS) technology plays 
increasingly discriminatory role in grid modernization, electric 
vehicles, self-driving cars, and industrial drives, to name a 
few. Grid modernization represents a particular area where 
a significant growth has been happening in the utility indus-
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try with many power electronics and electric power system 
related projects and technology development centers. How-
ever, a systematic understanding of issues and potential chal-
lenges and opportunities has not been fully explored. This 
paper is an attempt to address the missing pieces.

This paper is further organized as follows. Section II 
describes a grand challenge that is facing our society for 
the near future. Section III discusses the grid resilience and 
breadth and severity of the challenges related to aging power 
grid, physical and cyber security, and weather related issues. 
Section IV explains technologies to address the changing 
nature of the electric power system. Section V presents the 
grid challenges and opportunities the power electronics and 
electric power systems community face. Section VI points 
out that grid modernization will lay down a solid foundation 
for safe and reliable electrical energy delivery. Section VII 
summarizes recent development trends for PEAS technolo-
gy. Section VIII describes the future options and recommen-
dations to address grid transformation and possible solutions 
for meeting the grand energy challenge without having to in-
crease the environmental foot print. And finally conclusions 
and references are presented at the end. 

II. A GrAnd EnErGy chAllEnGE

Refer to Fig. 1. According to a report released by the Unit-
ed Nations in 2000, the world’s energy consumption will 

grow by 53% from 2015 to 2050 [4]. In the meantime, the 
United Nation, in a dual report, also projected that world’s 
population will increase by 32.8% from 2015 to 2050 [5]
(Fig. 2). So the composite growth for energy consumption is 
projected to double from 2015 to 2050. The large increase of 
the energy consumption is expected to increase the energy 
environmental footprint significantly [6]. This represents a 
grand challenge for modern societies and their global citi-
zens. 

III. GrId rEsIlIEncE

While the electrical power system is becoming and will 
continue to become more distributed, it is important to note 
that today’s interconnected grid began as a distributed grid. 
Interconnected grids were created to improve grid cost-effi-
ciency, reliability, service quality, and safety. As technology 
advancements made it easier to deploy renewable resources 
and, controllable, more efficient distributed grids, the fun-
damental benefits of a connected grid still hold and in fact, 
become more important. While the present grid is generally 
considered reliable, as dependency on the digital economy 
grows, users will demand even more reliability from the 
electric power delivery in the future, including resilience 
during major weather or security events. Transmission and 
distribution systems are an enabler to deployment of re-
newable resources, providing pathways for the transport of 
clean energy between production and consumption centers 
and a means for resource movement and delivery, while at 
the same time fortifying electric system efficiency, stability 
and reliability of supply. Integration of DER and distributed 
grids can increase efficiencies in the use of the existing grid, 
as well as become part of the overall development strategy to 
balance the supply and demand uncertainties and risks with a 
variety of different resources [7]-[10]. In cases where distrib-
uted grids become predominant (e.g. renewable intermittent 
DER plus energy storage), and grid usage becomes equally 
as variable, assuring a safe and reliable supply will require 
an intelligent, modern, resilient, flexible and safe grid.

Recently, grid resiliency is attracting more attention as 
weather events are becoming increasingly more frequent 
and damaging and as security threats external to the grid are 
increasing [11]. Changing weather patterns are leading to 
increased frequency of severe events and associated risks for 
electric utilities, such as extreme temperatures accompanied 
by abnormal peak demands, severe droughts accompanied 
by wildfires and infrastructure damage, etc. Average tem-
perature rise stresses grid equipment (e.g. transformers and 
T&D lines), including reducing its life-time. In addition to 
adapting planning and operations practices to this “new nor-
mal”, the above effects require updated equipment design, 
as well as different engineering and construction practices 
to counteract the impact of climate change and enable the 
adoption of new technologies.

In the meantime, the power grid infrastructure is aging 
with an alarming scale and at an alarming rate, according to 
a recent US Department of Energy report [12]. For instance, 

Fig. 2.  World’s population is projected to increase approximately by 1.328 
times by the year of 2059 according to the United Nations.

Fig. 1.  World’s energy consumption is projected to increase approximately 
by 1.53 times per year according to the United Nations.
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large power transformers and much of power equipment are 
designed typically for 25 years’ of life. But currently, a total 
of 70% of large transformers are 25 years or older, a total of 
60% of circuit breakers are 30 years or older; and a total of 
70% transmission lines are 25 years or older, to name a few.

More alarmingly, the impact of potential failure on the 
power grid is huge. A one-time loss of large power trans-
former can mean a temporary power outage for about 
500,000 homes. A replacement of failed power transformer 
can take up to 2 years. A severe weather related event, such 
as Super Storm Sandy in the US, can inflict damage in the 
order of $28B to $168B [13].

Transmission lines are typically loaded to 50% in order to 
be able to deliver the peak power to the consumers during 
the peak usage time. Because of the environmental restric-
tions and costs associated with building new transmission 
lines, transmission system is often congested. Bottleneck 
is the weakest link in the transmission and is frequently the 
limiting factor for effective and efficient power flow. Con-
gestion cost is estimated to be in the order of $1B to $2B 
in the last decade, according to a report from PJM based on 
data from its operations [14]. 

In summary, aging infrastructure should not be treated as 
an isolated concern; rather it should be viewed in the context 
of holistic asset management [15]. The entire equipment 
fleet must be managed to achieve system reliability and 
meet customer service needs through effective planning and 
operations. Holistic approach in support of business goals 
includes management of Aging Infrastructure (including 
condition monitoring and assessment tools), Grid Hardening 
(weather related response, physical vulnerability and cyber 
security), and System Capabilities (including reliability im-
provements). It also includes:

•  Managing new Smart Grid assets such as advanced me-
tering infrastructure and intelligent electronic devices.

•  Investigate practical measures to shorten times to re-
place and commission equipment that failed due to ex-
treme events, physical attacks, or other reasons. 

•  Better coordination of electricity and gas markets, in-
cluding developing operational tools to more accurately 
forecast the availability of natural gas supply for gener-
ators and to improve unit commitment decisions. 

IV. smArt tEchnoloGIEs for thE chAnGInG nAturE of 
thE ElEctrIc PowEr systEm

To address the grand energy challenges in the coming 
century, the US Department of Energy (DoE) launched the 
smart grid initiative under the Energy Independence and 
Security Act in 2007. Since then, the smart grid today has 
evolved to include the application of advanced communi-
cations and control technologies and practices to improve 
reliability, efficiency, and security. Specific technical areas 
include the following  [16].

• Advanced metering infrastructure is comprised of 
smart meters, communication networks, and informa-

tion management systems. It also includes custom-
er-based technologies, such as programmable com-
municating thermostats for residential customers and 
building energy management systems for commercial 
and industrial customers. The architecture includes 
integration of sensing, communications, and control 
technologies with field devices in distribution systems 
to improve reliability and efficiency.

• Advanced distribution and substation automation 
technologies include digital relays, substation automa-
tion computers and data concentrators, and gateways to 
Distribution Management Systems (DMS), and Energy 
Management Systems (EMS) systems –– are fully com-
mercial and proven technologies. They need to be im-
plemented in large scale with full utilization of their key 
capabilities. Distribution and Substation Automation 
promise enhanced grid flexibility as well as improved 
asset management that will increase asset lives, reduce 
costs, and improve reliability. However, only around 
50% of US distribution substations are fully automated 
today. 

• Intelligent and adaptive reclosers and switches iso-
late faults in smaller sections to support increased flex-
ibility and improve reliability with both traditional and 
distributed grids. 

• Digital system protection is adaptive to system con-
ditions will need to be widely used. Distributed Energy 
Resources (DERs) with inverter technology create 
various operating scenarios which are not presently ad-
dressed by existing protection schemes. Circuit power 
flows and fault current levels will change based on DER 
size, output, and location on the circuit. 

• Advanced sensors and management systems are 
required to provide cost-effective monitoring of key elec-
tric variables, including bi-directional power flows, volt-
ages, currents, equipment and DER status, etc., as well as 
fault information to circuit breakers and other protection 
devices.  The ability to control DER on a five-minute 
basis will require overall bandwidth beyond the typical 
AMI network capacity. It will be essential to have enough 
real-time monitoring of circuit conditions to provide sit-
uational awareness and to support applications such as 
distribution state estimation. Faster more intelligent and 
flexible volt-VAR schemes (such as distribution-class 
power electronics-based static compensators) that work 
in coordination with smart inverters are required. There 
is an increasing need for advanced sensors with higher 
resolution and GPS-based time-synchronization capabil-
ities to accurately capture distribution system dynamics. 
The data provided by these devices may also help detect 
fault currents at a remote location or high impedance 
conditions not sufficient to trip the normal protection. Im-
plementation of synchrophasor technology in distribution 
systems and applications based on such may be desirable 
as a means to address operational and power quality is-
sues derived from DER variability.
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As the renewable energy has come of age, the integration 
of renewable energy, especially wind and solar energy, re-
duces CO2 gas emission and its impact on the environment. 
With the availability of energy balancing supported by stor-
age technology and autonomous control, the concept of a 
structured microgrid was defined [17]. In general, microgrids 
serve two roles: 

• It is a mechanism that enables resources, customer, and 
network to be islanded from the main power grid so as 
to allow continuity of service on some basis during con-
tingencies with energy provided by local resources, 

• In both islanded and grid connected operations, it can 
serve as a scheduling /dispatch /control entity respon-
sible for balancing load and generation, and in grid 
connected operations possibly serving as a point of 
aggregation up to higher level operations and even to 
wholesale markets. 

V.  chAllEnGEs And oPPortunItIEs

As discussed above, grid faces real challenges but offers 
opportunities to address environmental concerns and improve 
efficiency and reliability of electrical power supply. Specific 
challenges can be divided into three categories: technology 
and integration, processes and standards, and regulation and 
business models. 

For the technical aspects, we need to: 1) Provide more 
functionality and performance to break the cost barrier; 2) 
Obtain higher reliability and efficiency to complement tradi-
tional “dumb” hardware; 3) Promote the adiabatic technol-
ogy [18] as a regular performance requirement; 4) Develop 
better dielectric materials and packaging for smaller size and 
foot print; 5) Reduce the cost to drive acceptance for wide 
applications; and 6) Make the performance to be location 
and load insensitive. In other words to obtain efficiency, cost 
and size goals simultaneously.

For policy and standards aspects, we need to: 1) Develop 
practical standards for better interoperability of various dif-
ferent types of devices and systems; 2) Drive regulatory re-
quirements for pricing and for tariff to address resilience and 
environmental concerns through adaptation of renewables 
and related new electronics hardware and software technol-
ogies; and 3) Stipulate policies that support adaptation of 
new solutions for local and global economic, reliability, and 
safety benefits.

To illustrate the points, we can zero in on a case in point 
with further discussion –– the large power transformers. The 
large distribution transformers are ubiquitous and cost $1,000 
to $55,000 to procure. They are typically 10-60% loaded 
with increased total ownership cost for the consumer. For an 
electronic power transformer (EPT), the benefits are more 
compact, more efficient at light load with reduced ownership 
cost for the consumer and more functionality, especially with 
new and more capable SiC or GaN power devices coming 
on line every month. 

But the electronic transformer still facing challenges in 
cost. Refer to Fig. 3. To the left is a comparison table elec-

tronics transformer relative to a traditional large power trans-
former [19]-[24].  According to the authors, the electronics 
transformer is still about 5 times more expensive than tradi-
tional designs. In order to reach its potential it needs to reach 
the target price of $10-$40/kVA. Another challenge is the 
losses are still 5 times larger than transitional transformers.  

Note that any comparison should include the additional 
functionalities that any traditional design simply cannot 
provide such as active control, fast response, flexibility, as it 
is illustrated in the right table of Fig. 3. EPTs, back-to-back 
converters and medium-voltage converters can work togeth-
er synergistically to leverage the economy of scales, for both 
components production and hardware manufacturing, to 
bring the cost down to the desired level (a reduction of 3 to 5 
times).

Electronic power transformer will continue to develop for 
more flexible electronic power transmission and distribution 
with more functionality such as those for transformer, for 
energy router, for electronic tab changers, and static VAR 
compensators. 

Other opportunities for power electronic engineers are: 
1) Invariant structure for fractal nature of the grid (radial or 
meshed); 2) Adiabatic, grid-scale, multilevel, multi-phase 
and multi-time-scale high-power conversion technology; 3) 
Grid-scale structure microgrids; 4) Reliability and fault man-
agement techniques for grids and microgrids; 5) Dynamic 
control of grids and microgrids; and 6) Substation retrofit 
and automation [25]-[28]. 

VI.  GrId modErnIzAtIon

To face the challenges presented by a rapidly aging grid, 
US DoE has recently initiated a multi-year program on grid 
modernization [13] (November, 2015). Some examples of 
those efforts are described in [26], [27]. Started from the 
smart grid initiative, the investment for grid modernization 
has reached $1.1 trillion, mostly for reliability and replace-
ment purposes. The amount of investment cannot come from 
a single source. It has to be from multi sources such as gov-
ernment agencies at different levels, grid owners and opera-
tors, as well as consumers. So the grid modernization’s first 
challenge is to enable the modernization drive to be a win-
win-win situation for all parties involved [26].

Fig. 3.  Comparison of electronic transformer needs to consider its addition-
al functionalities that any traditional power transformer cannot provide as 
shown in the table to the right.

chArActErIstIc PErformAncE IndIcEs for 1000 kVA lft-bAsEd And
sst-bAsEd solutIons In Ac/Ac or Ac/dc APPlIcAtIons.
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The following are areas where further evolution and mod-
ernization is envisioned and needed to enable the T&D sys-
tem of the future.

• Integrated, holistic T&D planning and operations 
–– As the variability of distribution system net load 
increases, better coordination and information transfer 
is required. The ISO can no longer rely on simple load 
forecast bus allocation factors to forecast bus net loads 
but must be able to forecast PV production, as one ex-
ample. More importantly, the use of DER to provide 
aggregated energy supply to the T&D system and ancil-
lary services to the wholesale markets will be increas-
ingly valuable. 

• Visibility and control of DER is vital to the electrical 
system of the future –– This will require more advanced 
monitoring on the distribution system (where sensors 
cost more to acquire and install) as opposed to simply 
obtaining it from the DER. If the utility of the future is 
to operate the distribution system in real-time to manage 
reliability and operational challenges derived from DER 
variability and load –– and the system is to be engineered 
to allow for that management with associated savings 
–– then visibility and controllability is a must. Hosting 
increased DER penetration levels and avoiding worst-
case distribution investments absolutely requires a level 
of real-time DER visibility. 

• Improving flexibility, reliability, and DER hosting 
via advanced distribution system technologies –– 
It is necessary to leverage and modernize the existing 
infrastructure with electronic storage-supported distrib-
uted generation and active/dynamic control. The ideal 
scenario of the distribution system of the future of being 
able to monitor and control in real-time all key compo-
nents of distribution circuits, is difficult to achieve in the 
short-term, given the monumental size and complexity 
of the distribution grid, and the large investments and 
required infrastructure (including communications 
systems) associated to this activity. However, a gradual 
transition toward this vision is possible and necessary 
to be able to provide a reliable, resilient, safe and secure 
service and operate the complex and highly dynamic 
distribution grid associated to high penetration of DER 
scenarios. 

• Work force development –– Well-trained workforce, 
capable of dealing with grid changes, is needed for the 
Grid of the Future. 

In summary, building this intelligent grid is a monu-
mental task (particularly on the distribution and grid-edge 
sides, which are vast and heterogeneous) that has led to the 
emergence of new concepts, technologies, and paradigms. 
Examples of this include debates regarding future grid archi-
tecture (a distributed, hybrid, or centralized grid); advances 
in grid modeling, simulation, and analysis; the introduction 
of the microgrid concept as an alternative to enhance resil-
iency and facilitate DER integration; and the convergence 
of information and operations technologies (IT/OT). As the 
power availability (frequently causally referred to as “grid 

reliability”) is already 99.99%, it is important to note that the 
transition phase to potentially fully distributed systems will 
be long. During the transition phase, a hybrid grid will be in 
existence for long time to come. 

The pace of the transition toward a modernized grid, par-
ticularly on the distribution side, is a function of the existing 
and expected system conditions and trends of every utility 
system and market. For instance, utilities operating in states 
such as California and Hawaii, where DER proliferation is 
already a reality and where aggressive DER adoption will 
continue to achieve Renewable Portfolio Standard (RPS) 
goals, must continue this evolution toward a modernized 
distribution grid at a faster pace than utilities operating in 
emerging DER markets. Otherwise, DER proliferation will 
lead not only to significant operations, planning and engi-
neering challenges and inefficiencies, but also will prevent 
utilities (and ultimately customers and society in general) 
to attain the potential benefits derived from the adoption 
of these technologies. Furthermore, since even larger-scale 
adoption of DER is inevitable, given the imminent (or exist-
ing) achievement of grid parity by PV-DG in these markets, 
additions in grid modernization infrastructures and systems 
should largely be considered “required” rather than “option-
al” investments to enable the normal operation of modern 
and future distribution systems. It is worth noting that util-
ities operating in states with incipient penetration levels of 
DER, recognize the imminence and urgency of preparing for 
the transition to this new paradigm, and are actively working 
on modernizing their distribution grids and overall practices 
so that they are suitable for operation in this new reality. 

We are at a crossroads of making business and technical 
decisions that will allow us to optimally and cost-effectively 
manage the electrical power delivery. As business models 
and technology are changing, traditional grids and distrib-
uted grids/microgrids should be purposefully integrated as 
hybrid grids to fulfill all the consumer needs (e.g. resilience 
and cost-efficiency), with transmission as an enabler to sup-
port integration of all available renewable resources [15]. In 
order for us to have clear goals for the modernization efforts, 
basic characteristics of a modern grid need to be understood 
first. The six (6) basic characteristics of a modern grid were 
first identified in [28]. They are: 1) Electronic, 2) Fractal, 3) 
Structured with microgrids, 4) Fault tolerant and fault isolating, 
5) resilient, and 6) Asynchronous (Detailed discussion is the fu-
ture subject for) These characteristics look simple on paper, but 
represent significant challenges (opportunities) for the power 
electronics and electric power systems communities.

VII.  PEAs tEchnoloGy

PEAS technology is experiencing profound changes. The 
top 10 trends in power electronics were presented in detail in 
[17]. Specifically, the top six (6) system-related trends are: 
1) Renewables integration; 2) Structured microgrids (either 
dc-dominant or ac-dominant); 3) All things grid connected, 
4) Transportation electrification; 5) Smart distributed sys-
tems (Smart grid, smart buildings, smart cities, etc.); and 6) 
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Energy harvesting. And the top four (4) technological trends 
are: 1) Power conversion goes adiabatic (Virtually no heat), 
2) Low-power conversion goes monolithic, 3) High-power 
conversion goes multilevel, and 4) Wide-band-gap devices 
are going main stream. 

Among all the emerging areas, the system applications 
and related issues are most prominent. It also represents a 
large departure from traditional power electronics technical 
scope. Traditionally, power electronics is simply defines as 
power conversion technologies (converters) with solid-state 
power devices. While this served the purpose of establishing 
power electronics as a technical discipline within electrical 
engineering, it is not adequate for today’s endeavors of pow-
er electronics engineers. Among all the new systems appli-
cations as outlined in [17], the grid modernization represents 
most challenges and hence it represents many opportunities. 

Fig. 4 illustrates basic constituent technical thrust for grid 
modernization. A modern grid has nine (9) major areas. 
They are: 1) Microgrids; 2) Physical grid, interconnects, and 
power flow control; 3) All things grid connected (ATGC); 4) 
Command, control, compatibility, interoperability, standards 
and codes; 5) Sensor network, command, and telemetry;  6) 
Communication network and security; 7) System integration 
and resiliency; 8) System analytics and big data; and 9) Pol-
icy, economics, and market. The dark green areas represent 
the technical areas where the PEAS is directly involved. It is 
clearly seen that six out of nine areas are involved with PEAS. 
PEAS technology is playing an increasingly important role 
in the drive for grid modernization. Among all the desired 
characteristics for a modern grid, the electronictization is the 
very first step, since it lays the foundation for the modern and 
electronic grid.  

VIII.  GrId trAnsformAtIon to mEEt thE GrAnd 
chAllEnGE

Looking at the top level of grid modernization, we can 
summarize the task of modernization simply as: to transform 

the power grid from current (by and large) passive/static 
control to active/dynamic control. Fig. 5 illustrates the con-
cept in a pictorial fashion, where a wireless communication 
symbol is used to indicate layers of communication infra-
structure for grid data. (Aspects of communication network 
are not pursued in this paper because of space limit.)

 A vast amount of work related to the grid modernization 
is to lay the electronic foundation, upon which the active 
control (and then smartness) can be inserted. Since the com-
puter related smart technologies are relative mature, the real 
challenges then lie with their deployment, including mea-
surement, protection and control devices. 

Relative to grid applications, the challenges can be cat-
egorized into six (6) major equipment and apparatus areas 
known as “all things grid connected (ATGC),” as first in-
troduced in [17] and discussed in detail in [17], [18]. Fig. 
6 presents a pictorial summary of all the six (6) categories 
and typical hardware types under each category. (Because of 
the limited space, detailed discussion is not presented in this 
article, except the main challenges. Interested readers are 
referred to [18] and its listed references.)

The main challenges in ATGC are: 1) Limited availability 
of solid-state devices for high voltage and high current ap-
plications; 2) Limited availability of high voltage dielectric 
materials and packaging techniques that can take extremely 
high voltage and high dv/dt values; and 3) Limited availabil-
ity of high-efficiency, high reliability, low-power, and small 

Fig. 5.  Grid modernization is largely a task to transform the grid from 
currently (by and large) electrical and electromechanical (EE) to electronic, 
electrical and electromechanical (EEE).

Fig. 6.  Electronictization lays a foundation for grid modernization – four (4) 
out of six (6) 6 main thrust areas are synergistic.

Fig. 4.  PEAS technology occupies six (6) out of nine (9) main technical 
thrust areas for grid modernization.
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sized voltage, current, voltage and power sensors and limit-
ers. 

Furthermore, the retirement of conventional generation 
and reliance on more DG without appropriate back-up will 
also threaten the system’s restoration/black-start capability. 
Many new generators do not include this capability due to 
complexity and cost. Renewable DG can inherently have 
this capability with the transition to grid-forming voltage 
source inverters and the addition of energy storage, however, 
creating opportunity for distributed, resilient, low cost black-
start capability. The development of monitoring and control 
schemes to enable this is needed, including further applica-
tions of distribution GPS-based synchronized measurements 
and advanced substation and distribution automation.

Let’s discuss how we can meet the Grand Challenge. Refer 
to Fig. 7, where a typical daily grid loading scenario is pre-
sented together with the typical terms associated with defining 
a grid capacity [29]. It is clear that a grid capacity is typically 
sized to meet the peak power demand during a year. But the 
peak power demand usually happens only about a few days 
out of a year, or about 1%. During the vast majority of the 
year the grid is underutilized and hence inefficient. A sensi-
ble way of achieving a better utilization is to devise a power 
flow and control scheme to leverage fully a grid’s full in-
stalled capability. 

With the ever-increasing integration of solar power into 
the grid, the power demand seen by utilities typically resem-
bles that of duck body profile during the day and hence the 
nickname “the duck curve” by CAISO. The 2016 update by 
CASIO is available in [30], as illustrated in Fig. 8. The duck 
curve shows steep ramping needs for utilities when sun does 
not shine and potential overproduction risk during the day 
when the sun shines in California. The fast ramping needs 
and the overproduction risk could both be handled effective-
ly with PEAS technology together with sufficient storage 
capacity. PEAS-based equipment can be fast brought on line 
to provide the power needed during the day to meet peak de-
mand, provided sufficient storage capacity is present.

The well-known peak shaving techniques [31] can then be 
used to store the over-produced solar power during the day 
and then release to power the peak demand during the eve-
ning (See [17], for a detailed discussion). If we assume that 
the peak power is typically 100% above the average load 
and that the amount of energy can be stored during the day 
is equal approximately to the additional power demanded 
by the load during the peak hours of the evening, then the 
real power can be “shaved” off to fill the valley of the duck 
curve. And then the load demand curve becomes effective a 
flat line, rather than a duck shaped. The flatness of the load 
profile has significant implication: It means that we can pow-
er twice as many customers (100% growth) without having 
to increase the capacity. 

In summary, energy storage (empowered by power elec-
tronics technology) promises the ability to mitigate renewable 
DER variability and improve T&D utilization and economics. 
Technical, regulatory and economic barriers still impede 
its adoption even in states with aggressive programs for 
deployment. As storage is still fairly expensive, it is widely 
understood that “shared applications” –– meaning multiple 
use of the same energy storage device, is a key to realizing 
the best economic potential from the technology. However, 
regulatory barriers and legacy paradigms are major obstacles 
to the rapid adoption of these technologies and their most 
effective uses. Energy storage is forced to fit into one of the 
generation, transmission, distribution or customer “buckets” 
and follow rules established for that asset class. Energy stor-
age is in many viewpoints a new asset class of its own.

Furthermore, electric transportation holds significant prom-
ise for reducing dependence on oil and carbon footprint. 
Electrical systems can help improve the livability, workability 
and sustainability of “Smart Cities”. Specifically addressing 
EVs, the first purchase of an EV is likely to inspire more in 
the same neighborhood, which can lead to the emergence of 
“clusters” and the overload of system components. Distribu-
tion system capacity upgrades in combination with solutions 
based on DER and intelligent load control using power elec-
tronics could address these issues [32]. 

That is, we can meet the grand energy challenge without 
having to increasing the environmental footprint of carbon- 
based energy generation and reliance on fossil fuel. The dis-
criminator is PEAS and energy storage technology and system 
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Fig. 7.  Typical load conditions for a power grid and definition of frequently 
used terms for grid capacity.

21.000

19.000

17.000

15.000

13.000

11.000

9.000

7.000

5.000

21.000

19.000

17.000

15.000

13.000

11.000

9.000

7.000

5.000

21.000

19.000

17.000

15.000

13.000

11.000

9.000

7.000

5.000

21.000

19.000

17.000

15.000

13.000

11.000

9.000

7.000

5.000

Jan           Feb         Mar            Apr           May           Jun           Jul            Aug           Sep           Oct           Nov           Dec

Jan           Feb         Mar            Apr           May           Jun           Jul            Aug           Sep           Oct           Nov           Dec

Jan           Feb         Mar            Apr           May           Jun           Jul            Aug           Sep           Oct           Nov           Dec

 Jan           Feb         Mar            Apr           May           Jun           Jul            Aug           Sep           Oct           Nov           Dec

Fig. 8.  2016 update on the duck curve by California ISO (CASIO). 

Actual 3-hour ramp
10 892， MWon
February ，20161

Typical Spring Day

M
e
g
a
w
a
lt
s

28.000

26.000

24.000

22.000

20.000

18.000

16.000

14.000

12.000

10.000

0
12am 3am 6am 9am 3pm 6pm12pm 9pm

Hour

2018
2019

2014

2015

2016

2017

2012

2013

over generation

risk

2020

ramp need

~
13,000 MW

Net Load 11,663 MW

onMay 15, 2016

in three hours

(actual)

(actual)



10 CPSS TRANSACTIONS ON POWER ELECTRONICS AND APPLICATIONS, VOL. 2, NO. 1, MARCH 2017

engineering to integrate them together with any given local 
environmental predictions for sunshine and weather forecast 
and accompanying advanced distribution energy management 
systems [33], [34].

conclusIons

The following are overarching recommendations to achieve 
reliable, resilient and cost-effective delivery of electrical ener-
gy while supporting environmental targets for years to come:

• There is a need for grid modernization, with the speed 
of modernization adjusted to the pace of integration of 
clean DER and environmental and other regulatory tar-
gets.

• The architecture and design of the grid will have to be 
updated to accommodate very high penetration of DER 
and customer driven operations and planning.

• Enabling the transition to a modern grid requires chang-
es in business models and regulatory policies, as well 
identification of the technical needs and development of 
new technologies.

• Continuous focus on improving reliability, resilience, 
safety, cost-efficiency, and customer flexibility to 
choose.

The six (6) basic characteristics of a modern grid are: 
1) Electronic, 2) Fractal, 3) Structured with microgrids, 4) 
Fault tolerant and fault isolating, 5) Resilient, and 6) Asyn-
chronous. Furthermore, the electronic power transformer 
will continue to develop for more flexible electronic power 
transmission and distribution with more functionality such 
as those for transformer, for energy router, for electronic tab 
changers, and static VAR compensators. 

Other opportunities for power electronic engineers are: 
1) Invariant structure for fractal nature of the grid (radial or 
meshed); 2) Adiabatic, grid-scale, multilevel, multi-phase 
and multi-time-scale high-power conversion technology; 3) 
Grid-scale structure microgrids; 4) Reliability and fault man-
agement techniques; 5) Dynamic control; and 6) Substation 
retrofit and automation. 
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Technology, Research and Applications of
Switched Reluctance Drives

Bernhard Burkhart, Annegret Klein-Hessling, Iliya Ralev, Claude P. Weiss,
and Rik W. De Doncker

Abstract—Electrical drives are one of the major consumers 
of electrical energy and their penetration in the market is still 
growing. Hence, for many drive applications efficient, reliable 
and cost effective solutions have to be found. Switched reluctance 
drives (SRD) offer a potential solution when focus is mainly on 
cost and robustness. However, to benefit from the unique advan-
tages of this machine type a deep understanding of its strongly 
non-linear behavior is required. After discussing some major 
differences to classic rotating field machines, this paper presents 
a broad overview of the state of the art of SRD taking into con-
sideration all aspects relevant to machine modeling, design and 
control development process. Finally, applications on the market 
utilizing SRDs and the focus of current research is presented. 
After reading this paper the reader will be able to assess if this 
modern drive technology could be advantagous in a given appli-
cation.

Index Terms—Switched reluctance drives, switched reluc-
tance machine, design, modeling, analysis, control, acoustics.

I. IntroductIon

ALTHOUGH the switched reluctance machine (SRM) is 
one of the oldest rotating machine concepts (proposed 

first by Taylor in 1840 [1]), its practical implementation 
and market introduction came to fruition in the mid-1980’s 
thanks to the development of modern power electronic 
components and control circuitry [2]. The SRM has always 
been of interest to drive designers due to its simple working 
principle and robust mechanical construction. Especially, for 
high-speed applications with low-to-medium torque require-
ments, or when a high overload capability is necessary, the 
SRM has unique advantages over classic rotating field ma-
chines. However, due to the SRM’s highly non-linear charac-
teristics, the design of a switched reluctance drive (SRD) re-
quires an integrated, often iterative, design process in which 
the converter, its controls and the design of the SRM itself 
are intertwined. Hence, a global system perspective of the 
SRD technology is essential to reach an appropriate solution 
for the target application. To achieve this task a fundamental 
understanding of the entire SRD, i.e. the machine, its invert-
er (including control) and the target system are required. 

Within this paper state-of-the-art and current research on 

SRD will be covered. Section II compares the SRD to itsri-
vals, the synchronous and induction machines. Thereafter, 
design approaches are presented in section III, followed in 
section IV and V by SRD modeling and analysis techniques. 
The technological discussion closes with the inverter and its 
control in section VI and VII. In section VIII some examples 
of SRDs available on the market are presented and dis-
cussed. Finally, an overview on current application research 
is given.

II. Pros And cons of srds

The outcome of selecting the optimal drive for a given ap-
plication depends strongly on the application’s requirements, 
i.e. torque and speed, and the design goals. Selecting a cer-
tain machine or designing an electrical drive is generally a 
compromise between technologically conflicting require-
ments, such as power density, efficiency (in a single operat-
ing point or over an entire load cycle), field-weakening po-
tential, cost, employed materials, machine or drive volume, 
fault tolerance and maintenance cost. This section highlights 
some major differences between various machine types with 
respect to these requirements.

Beside machines with permanent magnets, all electrical 
machines have in common, that the primary flux has to 
be supplied by an external source. Thereby, as long as no 
field-weakening is required, permanent magnet synchronous 
machines (PMSM) tend to have the lowest ohmic and invert-
er losses, and therefore the highest overall system efficiency 
in the so-called base speed region. However, when using 
surface mounted permanent magnets (SPMSM), only a very 
small field-weakening operation, similar to synchronous re-
luctance machines (SynRM), is possible. A common figure 
of merit is the field-weakening (maximum speed compared 
to the corner speed ) of the machine. In case of SynRMs 
this ratio is about 2.5 [3]. Switching to interior permanent 
magnet machines (IPMSM) and adding a certain amount of 
reluctance torque, the field-weakening ratio can be pushed 
up to 5-7 times its corner speed. In contrast to the variable 
flux machines, this operation however forces the inverter 
to supply reactive current to actively weaken the magnet 
flux and hence reduce the efficiency. Induction machines 
(IM) have higher rotor losses when compared to SynRM 
and hence generally a lower efficiency region. However, the 
IM has a larger field-weakening area with 3.5 to 5 times its 
corner speed [4]. A major disadvantage for applications with 
special sizing requirements is the fact that the IM is the only 
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machine which can not be effectively built with concentrated 
windings that have shorter end-turns compared to distributed 
windings.

For SRMs an extensive field-weakening area, up to 10 
times, is claimed [5]. This wide speed range capability orig-
inates from the possibility to operate the SRM in deep mag-
netic saturation. Furthermore, single-pulse operation enables 
exciting the SRM far above the designed corner speed point. 
Both features combined offer even an additional overload re-
serve above base speed when the machine is operated in con-
tinuous conduction mode (CCM). The efficiency of SRMs is 
similar to that of a SynRM in the designed operating region, 
however the rotor losses are expected to be higher due to the 
pulsating magnetic fields. In contrast to IPMSMs, the effi-
ciency of SRMs is the highest in the region just above base 
speed and at high torque. Hence, SRMs are especially suited 
for applications with a broad field-weakening region. On the 
other hand, at partial load some penalty has to be expected.

SRMs are operated with pulsating voltage or current 
waveforms. These block waveforms cause significant pul-
sating forces between rotor and stator. Particularly the radial 
forces, which are much larger than the tangential forces, 
cause vibrations and therefore also acoustic noise [6]. The 
steeper flanks of the force waveforms in SRMs (compared to 
rotating field machines) are disadvantageous to reduce noise, 
which can only be reduced to a certain extent by proper ma-
chine design, housing construction or force control measures 
[7], [8]. Similarly, the inherent torque ripple has to be tack-
led during the design stage and can be reduced further with 
appropriate torque control methods. Possible solutions to 
reduces these disadvantages are presented in sections III and 
VII in this paper.

Regarding thermal design of electrical machines, e.g. for 
temperature critical applications, the SRM as well as the 
SynRM are particularly suitable for high temperature appli-
cations. The maximum operating temperature of these ma-
chines is only limited by the thermal insulation class used for 
their windings. In contrast to this, in IPMSM and SPMSM 
the employed magnet material, as well as eddy current losses 
in the rotor place serious constraints on the maximum tem-
perature at which these machines can be operated. In IMs the 
thermal expansion coefficient of the rotor cage and electric 
sheet materials have to be considered for lifetime estimations 
due to mechanical stress during thermal cycling.

The low rotor inertia, high torque dynamics as well as the 
lack of drag torque in freewheeling are further benefits of the 
SRM compared to rotating field machines. The high torque 
dynamics are based on the fact that within each voltage pe-
riod the entire coil is magnetized and demagnetized. Hence, 
for each electrical period the magnetic flux can be freely set. 
The time constant associated with this magnetization process 
is much lower than the reacting magnetizing time constant 
common in rotating field machines. Furthermore, the fact 
that the stator phases are magnetically decoupled in SRMs, 
makes the SRM attractive, e.g. for aerospace applications 
that require very high reliability [9]. Indeed, SRMs can 

continue operation, albeit with reduced power, when one or 
more phases drop out. This “limb home” capability can be 
of great value in traction and electrical propulsion drives for 
electric vehicles.

III. dEsIGn

A long list of publications can be found, e.g. [2], [10]-[13], 
which present torque production equations similar to those 
of classic rotating field machines and analytical sizing rules 
for SRMs. All this work directly and indirectly contributed 
to a design tool developed by a team under guidance of Prof. 
T. Miller [14], which is till today the reference in analytical 
SRM design.

With the increased use of finite element analysis (FEA) 
other approaches, such as in [15], focus more on the physical 
working principal of SRMs for the design methodology. This 
work, based on a generalized SRM model, is further devel-
oped into a comprehensive design procedure in [16], [17]. 
To make the design process dependent only on physical and 
geometric parameters rather than empirical tuning factors a 
solution space based design approach is prefered in [18]. In 
this approach the application dependent design parameters 
are decoupled from the basic torque production capability 
of a specific SRM cross section. The underlying solution 
space is subdivided by the machine configuration, diameter 
and the coil-to-slot-ratio CTSR ([16]), which unambiguous-
ly describes the shape of stator teeth and yoke (see Fig. 1). 
The torque production capability is then pre-calculated by 
FEA and stored in a database. The design comparison can be 
performed with a small amount of physical parameters. As 
a result, the designer has a fast, yet accurate evaluation tool, 
based on FEA validated machine characteristics, to assess 
the potential and limitations of different machine configu-
rations before entering a detailed iterative optimization pro-
cess. It is shown in [18] that even in this early design stage it 
is essential to consider the thermal behavior and the losses, 

            (a) CTSR1 = 0.60        (b) CTSR2 = 0.65        (c) CTSR3 = 0.70

(d) Flux-linkage curves for aligned and unaligned position

Fig. 1.  Influence of the CTSR on SRM cross section and flux linkage with 
constant outer diameter [18].
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as the heat transfer characteristic from coil to cooling sleeve 
strongly depends on the SRM cross section.

Optimizing an SRM for a certain driving-cycle is a quite 
challenging task and strongly depends on the optimization 
criteria [19], [20]. If focus is mainly on efficiency, iron and 
eddy current losses in the coils are the main challenge. Low 
loss electrical steel [21] or special winding schemes and 
placements [22] should be considered for improvement. 
When focus is on acoustics, the positioning of the eigenfre-
quencies and the structural stiffness of the stator are of spe-
cial interest. Many publications investigate the possibilities 
to reduce stator surface vibrations [20], [23], however inter-
actions with control algorithms always need to be considered 
(see section VII). 

Recent publications divert from the classic SRM structure 
to adopt the SRM for special applications. References [24], 
[25] propose a segmental rotor structure to improve the mag-
netic utilization and hence increase torque output. A 40% 
increase of power density is claimed. In [26] a double stator 
structure is proposed, where basically a outer- and inner-ro-
tor SRM is combined in one machine. Beside the immense 
increase in torque density, an improved acoustic behavior is 
achieved. For the same torque, the radial forces on the outer 
stator are strongly reduced. In [17] an axial segmentation of 
a threephase machine is proposed for applications with an 
extremely low machine diameter requirement. These exam-
ples illustrate that the SRM concept lends itself to be adopt-
ed to new applications, thereby outperforming other machine 
types.

            (a) Segmental rotor [25]                     (b) Double stator [26]

Fig. 2.  Special machine cross sections derived from the basic SRM func-
tionality.

IV. modElInG

Models for switched reluctance machines are needed for 
motor design and control algorithm development. To reduce 
development costs, system simulations nowadays are crucial 
in gathering and analyzing data on entire drive trains before 
building the actual prototype. Coupling the machine model 
with inverter and load models allows fast and efficient pro-
gramming of control algorithms. Such simulation models are 
referred to as offline models and should portray reality accu-
rately.

The second category of models are real-time online mod-
els for motor control units. Over the last decades online 
model complexity and accuracy has greatly increased thanks 
to the progress in microelectronics and its computational 

power.
Nevertheless, due to the strong non-linear behavior of 

SRMs a trade-off between simulation accuracy and simula-
tion speed still has to be made. Some modeling techniques 
are very accurate but time consuming, such as the coupled 
finite element analysis (FEA). On the other hand, models 
based on analytical formulae and look-up-tables (LUTs) are 
very fast but tend to have reduced accuracy.

SRM models can further be divided into inductance (cur-
rent fed) and flux-linkage (voltage fed) based models, de-
pending on the main state variable. Commonly the machine’s 
phase voltage equation, integrating the terminal voltage, is 
used to calculate the flux linkage per phase. The non-linear 
transformation of the phase flux linkage at a certain rotor 
position to the produced torque (radial forces and phase cur-
rent) can be modeled by a number of different approaches in 
an attempt to combine simulation accuracy and speed. These 
techniques are described in the next sections..

A. Offline: SRM Models for System Simulations

Today, look-up tables (LUT) are most common to model 
SRMs, as they are directly transferable to the controller of 
the machine. Thereby, the relationship between flux linkage, 
rotor position, current and torque is stored in 2D LUTs. As 
switched reluctance machines are operated in saturation, it is 
important to consider their non-linear magnetic characteris-
tics. This is achieved by non-linear FEA simulations [22] or 
testbench measurement of the actual machine [27]-[29].

Depending on the winding configuration an inductance 
(Fig. 3) or flux based (Fig. 4) machine model can be more 
suitable. When series windings are considered, the induc-
tance based modeling approach is more suitable. In case par-
allel windings are considered, a flux-linkage based modeling 
approach is more suitable. Normally phase based LUT mod-
els are used. However, if machine asymmetries, for example 
rotor eccentricities, are simulated, the models should be pole 
based so that each stator pole has its own LUT.

The computationally fastest models are analytical formu-
las describing the electro-magnetic SRM behavior as in [27], 
[30]-[33]. Thereby, the analytical equations describe the 

Fig. 4.  Per pole flux-linkage based look-up table SRM model.

Fig. 3.  Per pole inductance (current) based look-up table SRM model.
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machine geometry, to determine the flux path through the 
machine, with focus on the air gap. From the magnetic flux 
distribution the tangential- and radial forces are determined. 
Alternatively, equations can be expressed to fit the non-lin-
ear phase inductance of the SRM. The model thus becomes 
an inductance based model, describing the change of the 
inductance in dependence of rotor position and current.

Similar to analytical equations describing the flux path, 
magnetic lumped parameter models known as magnetic 
equivalent circuits (MECs) can be used. In contrast to the 
analyticaland LUT models, MEC models are more common-
ly used when phase coupling [34], [35] or geometric asym-
metry effects in the machine are described [36], [37]. MEC-
based models offer a more sophisticated machine model, 
with more accuracy compared to analytical models, without 
the computational complexity of a FEA. MEC networks can 
either be formulated as meshes or nodes, resulting in different 
matrices to be solved. A comparison is investigated in [38].

With the advances of computer aided design FEA soft-
ware tools specifically for electrical machines have become 
available. Not only are non-linear machine characteristics 
being calculated to support the design process of electrical 
machines, also in-depth electromagnetic and multi-physics 
analysis has become possible. Calculating the flux distri-
bution, eigenfrequencies and forces acting on the machine 
during the design process has become state-of-the-art. A fur-
ther method to analyze SRMs are circuit coupled FEA mod-
els. Thereby, a time-stepping simulation is executed model-
ing the inverter and control circuit with a circuit simulator, 
while the actual crosssection of the machine is modeled in 
great detail with FEA, and the control algorithms are exe-
cuted for example in MATLAB/Simulink. This allows loss 
distribution analysis (eddy current, iron loss) at a specific 
operating point determined by its specific current trajectory. 
The disadvantage of coupled-FEA is the computational com-
plexity and considerably longer computational time [39]. In 
pancake shaped machines the effects of end windings can be 
considerable. Calculating stray flux due to end effects is only 
possible with 3D FEA. However, the meshing complexity 
increases manifold compared to a 2D analysis, leading to 
even longer computation times.

The challenge to reduce computation complexity while 
maintaining the most realistic model has sparked the search 
for different kinds of machine modeling approaches. Na-
kamura models iron loss within a MEC model by incorporat-
ing additional inductances next to the reluctances [40]. An-
other approach for offline and online modeling to calculate 
instantaneous torque are gage curves [30], [32]. Thereby, the 
flux-linkage versus rotor position and current characteristic 
is stored as normalized flux-linkage curves in relation to the 
rotor position in a LUT. This allows instantaneous torque 
calculation at a constant current from differentiation of the 
stored flux linkage values.

B. Online: SRM Models for Real-Time

When designing online models the main challenge is to 

create algorithms with high accuracy that are able to run in 
real-time on (low-cost) motor control units. Today, often a 
LUT-based approach is used, whereby the tables are pro-
vided by either FEA or measurements. To reduce the initial-
ization effort and to account for production uncertainties, 
the amount of auto-parameterizing [41], genetic algorithms, 
self-learning and neural network tuning algorithms, that 
adjust the characteristic stored in the LUT to the actual ma-
chine, has increased steadily.

Alternatively, to model saturation and phase coupling in 
an SRM, Fleming proposes to use MEC-based models [42], 
[43]. However, the network needs to be reduced to enable 
realtime capability, leading to a strongly reduced analytical 
phase model.

V. AnAlysIs tEchnIquEs

A. Losses

To predict efficiency of a particular SRM design or a 
control strategy, the machine losses need to be determined 
already at an early development stage. Machine losses in 
general are divided into copper losses, iron losses and me-
chanical friction losses.

Copper losses consist of ohmic losses and additional eddy 
current losses caused by the skin and proximity effects. Con-
trary to conventional rotating field machines, the windings 
of SRMs are penetrated by a high amount of stray flux at 
the stator tips. Therefore, for an accurate efficiency analysis 
eddy currents in the windings have to be considered [22], 
[39], [44]. The amount of stray flux depends on the satu-
ration of the stator teeth. The saturation leads to nonlinear 
magnetic behavior. Additionally, the stray field is two-di-
mensional and varies depending on the position of the rotor 
[22]. In most cases analytical approaches are not sufficient 
for copper loss calculations of SRMs. In [39], [44] an auto-
mated copper loss analysis based on FEA is presented.

The approach from [39] considers the actual phase current 
trajectory to determine the instantaneous losses (pv) depend-
ing on the electrical position of the rotor. Fig. 5(a) displays 
the copper losses of a four-phase SRM operated with hyster-
esis current control. During motoring operation, the winding 
losses on the leading side of the stator teeth are higher than 
the losses on the trailing side. This is due to the fact that the 
magnetization of the phase before the aligned position caus-
es a higher amount of stray flux penetrating the leading side 
windings.

The instantaneous ohmic losses (pv,dc) depend quadratic on 
the phase current and account in the observed case only for a 
small amount of the copper losses. Eddy current losses occur 
also due to magnetization of the neighboring phases. Fig. 
5(b) shows the loss distribution depending on the position 
of each winding in the coil. In windings closer to the air gap 
higher eddy currents are induced.

For the iron loss estimation in electrical machines var-
ious methods and models are presented in literature. Two 
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groups can be distinguished: empirical models and physics 
based models [45]-[47]. Empirical models base on equations 
deduced from measurements as e.g. the original Steinmetz 
equation (OGE) [48]. The Jiles-Atherton model [49] is an 
example for a physics based approach. The model describes 
the losses based on the molecular behavior of the material.

(a) Losses depending on the electrical position

(b) Loss distribution depending on the position of the winding

Fig. 5.  Finite-element based winding loss calculation [22].

The flux in SRMs is non-sinusoidal. Therefore, approach-
es considering the time-depending gradient of the flux 
density instead of the peak flux density are more applicable 
for SRMs, e.g. modified Steinmetz equation (MSE) [50] 
and the improved generalized Steinmetz equation (iGSE) 
[51]. For the loss calculation with analytical approaches the 
SRM is divided into parts (e.g. stator teeth and stator yoke 
sections) assuming a homogeneous flux density in each of 
this part [52]. However, especially at the tips of the teeth this 
assumption is not fulfilled due to deep saturation. The choice 
between an analytical approach and an FEA is a trade-off 
between accuracy and calculation effort.

Fig. 6 exemplifies a loss distribution of a two-phase SRM 
based on an FEA [47]. Due to the symmetry of the machine 
only a quarter of the machine is investigated. The dissimilar 
distribution of the losses along the stator yoke (points a and b) 
can be observed. The reason for this is that some yoke seg-
ments experience an alternating magnetic flux, while others 
segments experience only an unidirectional flux. The effect 
is typical for SRMs. Furthermore, the loss density is higher 
at the tips of the teeth (points d and g) as in middle of the 
teeth (points c and f) as shown in Fig. 6.

Mechanical friction losses occur in every machine. How-
ever, due to the doubly salient structure of the rotor and the 
stator, SRMs are prone to higher windage losses. Especially 

at high rotational speeds, the windage losses in the air gap 
should be minimized. These losses can be estimated with 
the formulas proposed in [53], which are also implemented 
in [14]. References [54], [55] confirm the losses with some 
experimental results.

Fig. 6.  Loss distribution of an two-phase 8/4 SRM [47].

B. Thermal Behavior

Improved power density of electrical machines is achieved 
by downsizing and pushing the machines towards their 
thermal limits. However, overheating reduces the life span 
of the machines and might cause premature failures [56]. 
Therefore, it is important to analyze the thermal behavior of 
the machine and the effect of the occurring losses on the ma-
chine regarding the resulting temperature distribution.

To model the thermal behavior of SRMs, lumped param-
eter thermal networks (LPTNs) [57] or computational fluid 
dynamics (CFDs) and FEAs [58] are used. Space-resolved 
lumped parameter thermal networks have been proposed to 
predict the hot-spot temperature as well as the temperature 
at any userspecified spot within the machine [59]-[62]. They 
represent a trade-off between accuracy and calculation effort.

The space-resolved LPTNs of electrical machines are 
based on 3D cylindrical elements. Each element consists of 
three 1D T-structure thermal circuits connected at their cen-
tral points (Fig. 7(a)). The resistances represent the thermal 
contacts and conductivity while the capacitor represents the 
thermal capacity of the object. The losses of the element are 
fed into the element by the current source. The potential of 
the central node represents the average temperature of the 
element. The potential of the outer nodes represents the tem-
peratures on the boundary surfaces [60].

The LPTN can often be simplified using the angular sym-
metry of the machine. The minimum symmetry of SRMs is 

                  (a) Cylindrical element                            (b) Discretization

Fig. 7.  Space-resolved lumped parameter thermal network [56].
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one half of a stator tooth and one half of a rotor tooth [56]. 
Fig. 7(b) shows the discretization of an 18/12 SRM. Imple-
mented on a controller the space-resolved LPTN can be used 
to estimate the temperatures of the machine online. This in-
formation can be used for model predictive overload control 
of electrical machines [63].

C. Acoustic Excitation

Noise in electrical machines is of electromechanical (radial 
force ripple, torque ripple, inverter switching), mechanical 
(bearings, friction), combined electrical and mechanical (ec-
centricity) or aerodynamic (fan, rotor) origin [6], [64], [65]. 
For SRMs the acoustic noise of electromagnetic origin dom-
inates the aerodynamic noise except in case of high-speed 
SRMs with open rotors [66]. The most relevant source is the 
airgap force [6], which is hard to measure directly but can be 
determined via simulations of the electromagnetic domain 
from its excitation (current, magnets). The air-gap force is 
transformed via the structure domain to vibrations which are 
transmitted via the acoustic domain to airborne sound [65]. 
Classical acoustic machine models simulate this causal path 
as a three-domain approach [67].

As shown in Fig. 8(a), the time-dependent radial air-gap 
force can be decomposed to spatial Fourier series compo-
nents, socalled force shapes (FSs). The Fourier series can 
eventually be truncated based on the observation that with 
increasing spatial order v the vibration response of the ma-
chine to a force excitation shape decreases [67]. Due to the 
symmetry of SRMs along the axial direction only the forces 
in 2D need to be considered [65].

Analog to the spatial force decomposition, the timedepen-
dent deflection of the SRM can be described by a superpo-
sition of modes [69] (Fig. 8(b)). The modal superposition 
approach is based on the fact that the dynamic behavior of a 
structure for a given frequency range can be separately mod-
eled as a set of individual modes of vibration [65]. Modes 
are almost exclusively excited by force shapes with the same 
order [70]. The excitation of a mode due to a force shape is 

quantized by the structural vibration response    . A trans-
formation of the vibration response and the force shape to 
the frequency domain simplifies the calculation (Fig. 8(c)). 
Additionally, the eigenfrequency of the vibration response 
becomes visible.

A universal acoustic modeling framework for electrical 
machines is introduced in [65], [71]. The structure of the 
framework is shown in Fig. 9. The normalized structural re-
sponses and the electromagnetic characterizations including 
the air-gap force model are pre-calculated with two indepen-
dent FEAs. The data is saved and can be used afterwards. 
For each operating point or torque-speed trajectory a system 
simulation calculates, with help of the stored FEA-data, 
the occurring force shapes. With these force shapes and the 
stored vibration responses the vibration synthesis determines 
the resulting machine vibrations.

Fig. 9.  Acoustic modeling framework [65].

The advantage of this approach is that the two FEAs with 
high calculation effort have to be carried out only once per 
machine design. This results in high accuracy and low cal-
culation effort. In comparison, for the classic threedomain 
approach [67] for each operating point all three models have 
to be solved. This creates a trade-off between fast and there-
fore often inaccurate analytical models and accurate but time 
consuming FEAs [65].

Fig. 10 compares exemplary the measured and the acous-
tic modeling framework synthesized run-up spectrograms 
of a four-phase SRM. The eigenfrequency of the structural 
vibration response of mode 0 and mode 4 are clearly visible. 
The harmonics of the electric rotor frequency fr can also be 
identified. The observed machine has a shape 0 excitation at 
multiples of 4fr and a shape 4 excitation at all odd multiples 
of fr [65]. Measurement and simulation show a high degree 

(a) Spatial force decomposition

(b) Modal superposition

(c) Vibration synthesis

Fig. 8.  Acoustic modeling [68].

                        (a) Measured                           (b) Synthesized

Fig. 10.  Validation of modeling framework with run-up spectrograms [65].
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of accordance.

D. Eccentricity

The radial forces acting on the teeth surfaces of SRMs is 
known to cause vibrational and acoustic noise, as discussed 
before. However, in case of a rotor eccentricity, these radial 
forces are superposed by an additional unbalanced magnet-
ic pull (UMP). Such an eccentricity can occur during fault 
operation or in normal operation caused by manufacturing 
tolerances.

Eccentricities are divided into static, dynamic and mixed 
eccentricities [72]. Thereby, a static eccentricity implies that 
the rotor’s axis is not placed entirely in the center of the sta-
tor i.e. a shorter air-gap length on one side. With a dynamic 
or rotating eccentricity the rotor axis is not entirely in the 
center of the rotor, but is placed in the center of the stator. 
This creates a variable air-gap length which rotates with the 
rotor, i.e. is dependent on the rotor position and therefore 
also on machine speed [73].

To what extent eccentricity influences normal operation is 
discussed in [74]. The results show that the effect of possible 
eccentricity due to manufacturing tolerances should be con-
sidered during the drive design process by proper choice of 
rotor- and stator tooth width (tooth overlap during rotation). 
The air-gap length has a direct influence on the unbalanced 
magnetic pull. The smaller the air-gap length, the larger the 
effect which UMP has on the overall drive performance with 
respect to additional vibration.

Furthermore, different winding configuration can either 
worsen or mitigate the eccentricity effects on the drive. Con-
necting the machines phases in series causes much larger 
UMP compared to a machine with parallel connected phase 
windings. A parallel connection of opposite teeth windings 
causes a flux (current) balancing between the rotor teeth, 
resulting in a strongly reduced UMP acting on the bearings 
[73]. Therefore, with parallel windings the influence of man-
ufacturing related asymmetries can be reduced.

The asymmetric force distribution due to an eccentricity 
causes an unbalanced force which excites secondary modes 
in addition to the initial vibration shapes which are discussed 
before. Investigations in [75], [76] show that the mode or-
ders 1 and 2 are excited by UMP forces, regardless of the 
machine tooth configuration. In [76] a mathematical descrip-
tion for the excitation forces resulting from an eccentricity 
is derived. Thereby, eccentricity is described by a multipli-
cation of two 2D Fourier series in space and time. From the 
mathematical representation it can be determined that a stat-
ic eccentricity excites additional modes with the electrical 
harmonics, while in case of a rotating eccentricity mechan-
ical-frequency side bands arise besides the initial electrical 
harmonics in the vibration spectrum of the machine.

Fig. 11 shows a simulated vibration spectrogram of an 
18/12 automotive SRM without (Fig. 11(a)) and with a dy-
namic eccentricity (Fig. 11(b)). The additional frequency 
side bands from the dynamic eccentricity are well visible in 
Fig. 11(b).

                 (a) Without eccentricity      (b) With a dynamic eccentricity

Fig. 11.  Simulated spectrograms with eccentricity from [76].

VI. PowEr ElEctronIcs

A. SRM Inverter

The SRM inverter has to supply a positive voltage across 
the phase to magnetize this phase and a negative phase volt-
age for the demagnetization. A third state, which supplies 
zero voltage across the phase and, therefore, keeps the flux 
at a nearly constant level, is optional but important in terms 
of inverter efficiency and noise reduction. The commonly 
used inverter topology for SRMs is the asymmetric half 
bridge [77]. The switching states of the asymmetric half 
bridge and the resulting voltage loops are shown in Fig. 12. 
One asymmetric half bridge per phase is necessary to control 
each phase independently from the other phases. To reduce 
the number of semiconductors and/or wires between inverter 
and machine different topologies are discussed in literature 
[77], [78], e.g. the Miller topology and C-dump converter.

           (a) Magnetization         (b) Freewheeling    (c) Demagnetization

Fig. 12.  Switching states of an asymmetric half bridge inverter.

B. DC-Link Capacitor

Switched reluctance machines need a comparatively large 
dc-link capacitor to smoothen the dc-link voltage due to the 
high amount of magnetization energy that oscillates between 
the dc-link and the machine [79]. A large dc-link capacitor 
increases the size, weight and price of the SRM inverter 
compared to inverters for conventional rotating field ma-
chines.

Recent publications recommend phase switching tech-
niques to minimize the size of the dc-link capacitor [79]-[81]. 
These switching techniques aim at commutating the magne-
tization energy stored in one phase to the next active phase 
without buffering it in the dc-link capacitor. Additionally, in 
[81] a passive input filter is proposed to reduce the ripple on 
the source current. In [82] an active filter consisting of a bi-
directional boost dc-dc converter is introduced (Fig. 13). The 
converter switches actively control the current between the 
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dc-link and the voltage source.

VII. control

For SRM control two main aspects are of interest: first-
ly, the position of the current pulse in each phase, which is 
controlled by the up to three parameter θon, θfree and θoff. Sec-
ondly, the shape of the current which is, at low speeds, con-
trolled by a hysteresis or a PWM based switching scheme. 
The current shape strongly influences the instantaneous 
torque of the machine and is focus of many publications. At 
higher speeds, when the back-emf of the machine is in the 
range of the supply voltage, no switching is required to limit 
the phase current in single-pulse control (SPC). Many pub-
lications, such as [83], suggest ways to combine the control 
schemes for a smooth 4-quadrant operation of SRM in the 
full torque and speed operating range.

A. Current Control

The position dependent block-wise excitation of the se-
quential phases with a hysteresis current controller (HCC) is 
the most simple way to operate SRMs when smooth torque 
is not of interest (see Fig. 14). One potential to improve 
torque or acoustics is then to apply pre-calculated optimal 
current waveforms [84]. However a fast current acquisition 
and control device is required as for example proposed in 
[85]. If such a device is available, basically any desired cur-
rent shape can be applied to the phase (see Fig. 15).

For efficiency reasons, above base speed most SRMs are 
operated in single-pulse control (SPC). In this operation 
mode, the current (and consequently torque) is controlled by 
the three switching angles mentioned before. With the posi-
tion of the current pulses the behavior of the machine can be 
strongly influenced [8], [86], [87]. Output power control is 
mostly performed with a fixed θoff (optimized for a specific 
design goal such as efficiency or acoustics) and by varying 
θon [87], [88].

In recent years, an additional focus has been laid on 
the potential to influence the system behavior by the third 
control parameter θfree [89]-[91]. Especially at low speed 
operation this optimization offers significant efficiency im-
provement for inverter and machine as it reduces the iron 
losses in the machine by reducing  ψpeak [89], [91]. In [90] it 
is additionally found that even at nominal operation a short 
zero voltage period has a positive effect on the ac-losses 
caused by proximity effect in the machine windings. All op-

timizations have in common, that torque ripple is generally 
increased, hence are only applicable were this is not a major 
requirement.

A significant torque boost at high speeds is offered by the 
so-called CCM [92] where the phase current does not reach 
zero any more. However, as it also increases the machine 
losses tremendously it is only applicable for short overload 
operation.

B. Torque Control

Pulsating torque is inherent to current controlled SRMs 
due to their doubly-salient structure and torque production 
principle. It is still considered as one of the main drawbacks 
of this drive technology. However, advances in power elec-
tronics and control hardware over the recent years have en-
abled the development of sophisticated control strategies that 
enable smooth torque output. The algorithms differ in their 
structure, implementation effort and operating range. The 
general goal of torque control schemes is to induce phase 
current waveforms such that the torque proportions of the 
single phases add up to constant torque output on the shaft. 
The different techniques can be roughly divided in several 
categories:

•   indirect methods or current profiling methods
•   direct torque control
Current profiling methods rely on offline or online compu-

tation of current profiles [94]-[96]. The profiles are derived 
by evaluation of experimental data or simulation and then 

Fig. 13.  Equivalent circuit of SRM with active filter [82].

Fig. 14.  Exemplary current shapes for different control modes.

Fig. 15.  Illustrating high dynamic current control in a 6-phase SRM. In 
this example the current waveform follows the outline of the cathedral in 
Aachen.

B. BURKHART et al.: TECHNOLOGY, RESEARCH AND APPLICATIONS OF SWITCHED RELUCTANCE DRIVES



20 CPSS TRANSACTIONS ON POWER ELECTRONICS AND APPLICATIONS, VOL. 2, NO. 1, MARCH 2017

stored as a mathematical function or a look-up table (LUT). 
Based on the stored profile a torque sharing function delivers 
torque minimizing control parameters for a cascaded current 
controller and initiates a suitable phase commutation.

Most of the current profiling algorithms suffer from a 
limited operating range and do not consider the machine dy-
namics at higher speed. More advanced torque sharing func-
tions consider further important criteria besides torque ripple 
minimization. Since different current waveforms can deliver 
constant torque for the same operating point, additional re-
quirements can be considered, e.g. minimized rms current, 
which is similar to maximum-torque-per-ampere (MTPA) 
techniques for rotating field machines, or minimized flux and 
accordingly minimized iron losses (maximum-torque-per-
flux- MTPF) [97], [98]. 

In contrast to indirect methods, direct instantaneous torque 
control (DITC) demonstrated in [99], [100] and predictive 
DITC [101], [102], a PWM version of DITC meant for mi-
croprocessor based hardware platforms, offer full flexibility 
and do not rely on predefined current profiles and commu-
tation waveforms. Torque is estimated online, from a torque 
observer that uses the measured machine terminal quantities 
and a machine model (Fig. 17).

By controlling θon the current waveforms can be adapted 
to meet different secondary requirements like MTPA and 
MTPF optimization. The turn-on angle θon is varied depend-
ing on speed to ensure constant torque at higher speed. How-
ever, torque minimization techniques may reduce the system 
efficiency of reluctance drives [103].

Estimation of average torque, however, does not require 
pre-knowledge of the phase characteristics. This property of 
switched reluctance machines is used in [104] to develop di-
rect average torque control (DATC) (Fig. 18). The estimated 

torque is compared to a reference value. The error is fed to 
a PIblock that adapts the control parameters of a cascaded 
current controller.

C. Acoustic Control

SRMs are prone to acoustic noise caused by stator vibra-
tions due to high radial forces. Some research focuses on re-
ducing actively the radial forces to overcome the noise issue 
[86], [87]. In [8] the influence of a switching angle dithering 
in singlepulse operation on the acoustics is investigated. 
However, recent publications [105]-[107] show that the vi-
bration mode shape zero (M0), which is excited by a ripple 
on the overall radial force, is likely to be the predominant 
noise source in automotive-sized machines.

Therefore, recent approaches propose to keep the instanta-
neous overall radial force on a constant level. In [106]-[108] 
current profiles to fulfill this requirement are determined. 
Analog to DITC, in [7] Hofmann introduces the so-called 
direct instantaneous force control (DIFC), which calculates 
the required switching signals online to guarantee constant 
overall force. This approach can be implemented with PWM 
as well as hysteresis control [68].

Fig. 19 shows the resulting machine current, torque and 
radial force trajectories for a sample operating point ap-
plying DIFC. The brighter trajectories represent the phase 
torque and the phase radial force while the darker trajectories 
represent the overall torque and the overall radial force, re-
spectively. The overall radial force is kept constant through-
out the complete electrical period (Fig. 19(c)). A comparison 
of the synthesized run-up spectrogram for HCC and DIFC 
is shown in Fig. 20. Using HCC leads to increased surface 
velocity at the intersections of the eigenfrequency of mode 
shape zero ( fM0 ) with the 3rd and 6th harmonic of the elec-
trical frequency (marked with white circles). DIFC is able to 
eliminate those peaks in the surface velocity.

DIFC and the indirect approach for constant overall radial 
force have in common, that both increase the ripple on the 
overall torque (Fig. 19(b)). Torque ripple has also an effect on 
the acoustic behavior as well as on drive-train oscillations. 
In [109], an approach is presented that defines a current 
profile to reduce the peak value of the produced radial force 
per pole and simultaneously tries to reduce the torque ripple 
during commutation. However, it only aims at decreasing the 
radialforce ripple rather than eliminate it completely.

Direct instantaneous force and torque control (DIT&FC) 

Fig. 17.  Control diagram of DITC [100].

Fig. 18.  Control diagram of DATC [104].

                  (a) Current                        (b)Torque                     (c)Radial force

Fig. 16.  Resulting trajectories applying DITC [93].



21

unifies DITC and DIFC to simultaneously eliminate torque 
and force ripple [93]. An online search algorithm determines 
the appropriate phase flux-linkages and switching signals to 
fulfill both requirements: constant overall torque and con-
stant overall radial force. Sample current, torque and radial 
force trajectories are shown in Fig. 21. However, the two-
fold control objective inherently reduces the drive efficiency 
due to an increased rms current [93].

All previously presented approaches have the drawback 
that they depend on predetermined machine characteristics 
or an offline post-processed parameter optimization. The 
proposed control optimization in [110] uses a vibration 
sensor feedback in the control loop to improve the acoustic 
behavior of the machine online during operation (Fig. 22(a)). 
Investigations have shown that the modulation of harmonic 
content on a control reference signal affects the acoustic be-

havior of the SRM. An online search algorithm determines 
the optimal modulation parameter. Fig. 22(b) shows a proof 
of concept. The increased surface velocity at the mode-zero 
eigenfrequency (7.2 kHz) is totally eliminated while the 
overall torque and overall radial force trajectories are barely 
affected by the modulation. The approach is independent of 
the used control method and can also be applied with, e.g. 
DITC.

(a) Feedback loop

(b) Current control with and without vibration sensor feedback

Fig. 22.  Vibration sensor feedback to the controller [110].

D. Self-Sensing of SRMs

A number of methods for position sensorless operation of 
SRMs have been studied in literature. Most techniques take 
advantage of the doubly salient geometry of SRMs which 
results in strongly position dependent flux characteristic. The 
flux characteristic (though nonlinear) is a defined function 
between phase current, flux linkage and rotor position (Fig. 
23). The knowledge of two quantities is sufficient to esti-
mate the third, provided that the characteristic is available. 
Methods for deriving the motor characteristics are discussed 
in Chapter IV.

Various approaches to extract the rotor position from the 
phase characteristic have been presented in literature. Com-
prehensive studies giving an overview over sensorless tech-
niques are presented in [111]-[113]. The main classification 

Fig. 23.  Typical phase characteristic of a switched reluctance motor.

                 (a) Current                        (b) Torque                   (c) Radial force

Fig. 21.  Resulting trajectories when applying DIT&FC [93].

                   (a) Current                       (b) Torque                   (c) Radial force

Fig. 19.  Resulting trajectories when applying DIFC [93].

                         (a) HCC                                 (b) DIFC

Fig. 20.  Simulated run-up spectrograms of a three-phase 18/12 SRM [68].
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criteria can be listed as follows:
•  Phase state: active or passive phase methods depending 

on whether the phase is also used for torque production 
or not 

•  Hardware effort: depending on how much computa-
tional power is necessary and whether additional sens-
ing hardware is used

•  Speed range: defining the range in which the algo-
rithms are applicable

•  Periodicity of measurement: Continuous detection of 
rotor position or detection at certain defined rotor posi-
tion

•  Signal injection: direct methods, that apply signal in-
jection to detect the rotor position and indirect methods 
that make use of the terminal quantities only.

A commonly applied active phase approach is the flux-
linkage method [114]. It does not require additional hard-
ware and estimates the rotor position from the measured 
phase current and applied flux linkage. However, a machine 
model must be available, usually derived from finite element 
simulations or static measurements and stored as a LUT. 
Since flux linkage is derived by integration of the phase vot-
lage the algorithm is not suitable for near zero speed. Further 
modifications and improvements of the flux-linkage method 
are suggested in [115], [116]. Another approach to improve 
the position detection is to employ additional filters and 
self-calibration routines [117]. Other common active phase 
methods employ current monitoring, current gradient mea-
surements and various model observer [118], [119]. One of 
the first approaches for stepper application of SRMs without 
position sensor is presented in [120].

Sensorless operation over the complete speed range can 
be achieved by combining the flux-linkage method with sig-
nal injection methods in the low speed and low torque area. 
Current signals with small magnitude, typically a fraction of  
the rated value [118], are injected in one of the idle phases to 
estimate the phase inductance and derive the rotor position. 
However, signal injection methods can lead to undesired 
torque production in the machine and worsened acoustic be-
havior.

E. Control Hardware

Switched reluctance machines cannot be fed directly from 
the power grid or be applied as generators without dedicated 
power electronic converters and active switching strategies 
implemented in digital or analog electronic circuits. When 
SRDs were introduced, digital computation devices were 
not available or not powerful enough to accommodate the 
sophisticated control strategies, that minimized torque ripple 
or acoustic noise. This is one of main reasons why switched 
reluctance drives have been disregarded for a long time.

Nowadays state-of-the-art control platforms for SRMs are 
based on digital signal processors (DSPs), similar to rotat-
ing field machines. They allow fast computation, storage of 

machine characteristics and tracking of terminal quantities. 
Lately field programmable gate arrays (FPGAs) are getting 
attractive as a control hardware for SRDs due to their over-
sampling capability and high parallelization grade. The rapid 
development and the steadily decreasing cost of FPGAs 
makes them a viable option to DSPs. In mass production 
FPGAs can be replaced by custom chips called ASICs (ap-
plication-specific integrated circuit) to reduce the hardware 
cost. An example for a commercially available chip enabling 
sensorless control of SRMs is given in [121]. Modern chips 
containing both DSP and FPGA blocks gain attention for 
motor control due to their flexibility. Timely critical control 
tasks can be assigned to the FPGA while the microprocessor 
takes over more complex high level control (Fig. 24).

Fig. 24.  Controller structure in a combined DSP-FPGA platform [85].

Depending on the target hardware different implemen-
tation techniques need to be applied. DSPs execute their 
program sequentially and usually have fixed interrupts. 
Depending on the complexity of the control algorithm and 
the processor performance control of electrical frequencies 
of up to several kHz are possible. Due to the limited signal 
tracking capability compared to FPGAs, DSPs are usually 
the target hardware for PWM based algorithms.

Hysteresis based algorithms however, where the switching 
action directly depends on values of the terminal quantities, 
are generally more suited for FPGA target hardware. Con-
ventional hysteresis current control as well as torque and 
force controllers like DITC, hysteresis based DIFC [20] and 
various current profiling techniques benefit from an FPGA 
implementation. A fully FPGA-based current controller 
including both PWM and hysteresis band modulation was 
demonstrated in [85]. The FPGA implementation of state of 
the art predictive DITC is discussed in [122]. The advantag-
es of FPGAs can be exploited for high-grade position detec-
tion techniques as in [117].

In particular the choice of hardware depends mainly on 
the system dynamics. Especially highly dynamic SRMs 
and highspeed drives require fast signal tracking. Devices 
operating with fixed switching frequency as most DSPs can 
switch only at discrete time steps. At high speed, this leads to 
a turnon angle uncertainty, i.e. the exact turn on angle cannot 
be met and phase commutation takes place earlier or later 
than desired (Fig. 25). This effect can lead to power oscilla-
tions and consequently to a limitation of the operating range.
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VIII. srm In APPlIcAtIon

Today, SRMs are found in a number of niche products 
throughout the industry, some of which are discussed in this 
section. Furthermore, the section highlights the current re-
search landscape dealing with SRMs followed by an outlook 
on open research topics to be tackled in the near future.

A. Available Solutions

For household applications the best-known companies 
using switched reluctance machines are Vorwerk and Dyson. 
The first and second generations of Vorwerk’s Thermomix 
use a 500W SRM with a speed range of 40 rpm up to 10 700 
rpm [123]. Furthermore, the Kobold 140/150 vacuum clean-
er by Vorwerk has a 900W SRM with speeds of up to 60 
krpm [124]. A further industrial vacuum cleaner with SRMs 
is constructed by Ametek [125]. Even higher speeds and 
therefore an even higher power density is used by Dyson in 
their vacuum cleaners and hand dryers. The hand dryers use 
a one pole-pair SRM with speed up to 90 krpm and 1600W 
nominal power [126].

Other high-speed applications such as weaving machines 
or centrifuges use SRMs as well. The company Picanol uses 
reluctance machines from the company Nidec SR-Drives 
for weaving machines [127], while the company Beckman 
Coulter exploits the benefit of low rotor inertia and the re-
sulting fast acceleration of SRMs in their centrifuges. The 
centrifuges are operated between 10 krpm and 30 krpm 
[128]. The airconditioning compressor unit of German ICE3 
high-speed passenger train is powered by an SRD with up 
to 40 kW at 23 krpm also from Nidec SR-Drives [129]. A 
further application benefiting from the low rotor inertia and 
resulting small time constants are electric compressors, e.g. 
electric turbo chargers. The company Valeo proposes a near 
future entry into the automotive market. The proposed SRM, 
on 12 V and 48 V basis is designed to accelerate up to 70 
krpm within 350 ms and 200 ms respectively [130], [131].

Another application designated for SRM are power tools. 
The company Hilti uses a special form of one phase SRM 
with magnets in the stator for demolition hammers and di-
amond grinders up to 1800 W and 22 krpm e.g. TE 1000-
AVR or DG150 [132]. In these applications torque ripple and 
vibration (acoustic noise) are not an issue, highlighting the 
SRM’s advantages in respect to cost and robustness. Robust-
ness and low maintenance is also a crucial advantage in the 

highpower application of wheel-loaders. LeTourneau (since 
2002) and more recently John Deere (since 2013) employ 
Nidec SR-Drives technology in one of their biggest hybrid 
electric systems [133].

B. Research and Development

Giving a complete overview on the SRM application 
research landscape is quite impossible. However, some ap-
plications have received increased attention from researchers 
all over the world. One topic are high-speed turbo machines 
and generators due to their robust rotor structure. A wide 
overview can be found in [134]. Especially aircraft start-
er-generators and fuel pumps in the range of several ten kW 
have already been investigated by many working groups 
[135]. Another focus is the automotive industry searching 
for magnet-free traction drive alternatives for the roll out of 
millions of electric cars [136]. The cost advantage of SRDs 
also plays an important role in range extender (and backup 
power) systems presented in [137].

IX. conclusIons

Over the past decades, all major issues of SRDs have been 
addressed. Hence, SRDs are ready to be implemented in 
applications, if the requirements necessitate its main advan-
tages. Compared to common rotating field machines, these 
advantages are large speed-range, the possibility for a high 
torque overload, high torque dynamics, a simple and robust 
mechanical construction (e.g. one phase machines), low-
cost production and the exclusion of rare-earth materials. In 
lowspeed applications, with regard to the SRD’s acoustic 
behavior, power density and efficiency, the SRM cannot 
outperform rotation field machines, despite the advances in 
control and design that are shown within this paper.
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Topologies and Control Strategies of Very High 
Frequency Converters: A Survey

Dianguo Xu, Yueshi Guan, Yijie Wang, and Wei Wang

Abstract—with the fast development of power electronics, 
very high frequency (VHF) power converters (30–300 MHz) 
gradually become research focus, which can greatly reduce 
the value, volume of passive components and help to improve 
the system power density. However, at such high operating fre-
quency, many challenges have been proposed, such as switching 
characteristics, topologies characteristics and control meth-
ods. This paper starts from the development background of 
VHF power converters, and an overview of VHF development 
is described. Different topologies adopted in VHF condition 
are introduced and compared. At the same time, the resonant 
driving strategies and control methods for very high frequency 
converters are discussed and analyzed, which can provide guid-
ance for further research of VHF converters.

Index Terms—Very high frequency power converters, topolo-
gies, resonant driving, control strategies.

I. IntroductIon

WITH the development of power electronics technique, 
very high frequency (VHF, 30~300 MHz) power 

converters have gradually become a hot field of research di-
rections. By increasing the working frequency of the system, 
the VHF power converters can effectively reduce the volume 
of the passive components, and improve the power density. 
Meanwhile, the transmitted and stored energy of components 
during each operating period can be significantly decreased 
due to the increase of the frequency. Thus the speed of the 
transient response can be accelerated. The decrease of the 
value and volume of passive components is beneficial to the 
integration and manufacture of the system. 

The topologies of VHF converters are proposed through 
a combination of RF power amplifier technology and power 
electronic technology [1]-[8]. The power amplifier can trans-
form DC components into high frequency AC components, 
which is similar to the inverter stage of Switching Mode 

Power Supplies (SMPS). Nowadays, many researchers have 
focused on the research of VHF power converters based on 
the existing topologies. Combining the inverters with the 
corresponding rectifiers, different topologies of the VHF 
power converter have been proposed [9]-[64], which own 
excellent characteristics, such as small volume, high power 
density and fast response speed. Although the VHF system 
has such merits, the high switching frequency puts forward 
strict requirements on the selection of semiconductor devic-
es [21]-[28], the utilization of parasitic parameters [29]-[36], 
the design of the circuit [37]-[42] and the design of passive 
components [43]-[49]. 

In the VHF power converters, with the increasement of 
system switching frequency, switching losses also increase 
rapidly. Thus, the losses of the switch and the driving circuit 
must be reduced to ensure a high system efficiency. In the 
existing VHF power converters, scholars mainly adopt zero 
voltage switching (ZVS) technology to reduce the power 
losses caused by the overlap of voltage and current at the 
instant of switching. Besides, to reduce the driving circuit 
losses, the resonant driving circuit is also proposed which 
can utilize the energy stored in the switch input capacitor.

Apart from the topologies and the driving methods, anoth-
er important aspect of VHF converters is the control method. 
For traditional converters, pulse width modulation (PWM) 
or pulse frequency modulation (PFM) is used to adjust the 
drive signal of the system in close-loop control. However, 
both methods are not available to be adopted in VHF sit-
uations. Because in such a high frequency condition, it is 
difficult to sample and adjust the duty cycle or the operating 
frequency of driving signals. At the same time, the change 
of period or duty cycle will affect the operating modes of 
switches. Thus some suitable control methods have been 
researched to regulate the output voltage and keep the switch 
operating in soft-switching modes when the input voltage or 
load change. 

In this paper, introduction and detailed analysis of ad-
vanced technologies in VHF power converters are presented. 
Based on existing VHF power converter topologies, the 
design principle of VHF topology is introduced. The char-
acteristics of different inverter stages, rectifier stages and 
matching networks are analyzed in Section II. The driving 
methods of the VHF system are explored in Section III. An 
overall analysis and comparison of the self-resonant driv-
ing circuit and multi-resonant driving circuit are given. The 
control strategies of VHF power converter are discussed in 
Section IV. Section V elaborates the opportunities and chal-
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lenges in the field of VHF power converters.

II. toPoloGIEs of Vhf PowEr conVErtErs

A. Overview of Topologies

As shown in Fig. 1, the circuit topology of VHF DC-
DC converter is usually composed of three parts: inverter 
stage, matching network and rectifier stage. The inverter 
stage transforms DC voltage into AC voltage. The rectifier 
stage regulates AC voltage into constant DC output voltage. 
Resonant and soft-switching technologies are adopted in the 
inverter and rectifier in order to reduce the system switching 
losses. Between inverter and rectifier stage, the matching 
network is used to adjust the equivalent load of the rectifier, 
so that the converter can achieve the required output power.

Fig. 1.  The diagram of VHF power converters.

In the VHF conditions, the switching losses of the switch 
and diode increase rapidly. To ensure the efficiency of the 
system, the switch and diode should achieve soft-switching 
to decrease losses. In the present researches, most of the 
VHF circuits are based on the single switch structure to 
avoid floating drive. Combining with different structures 
of VHF power amplifiers, Class E topology [50], [51] and 
Class Φ2 topology [52]-[55] are used to constitute the invert-
er and rectifier stage. The following sections will introduce 
these three parts in detail.

B. The Analysis of Inverter Stage

Fig. 2 shows the diagram of Class E resonant inverter 
circuit. The inductor LF, capacitor CF and the corresponding 
resonant tank constitute Class E inverter network. It should 
be noted that CF is the sum of the output parasitic capacitor 
of the switch and the parallel discrete capacitor. When the 
switch is off, inductor LF and capacitor CF resonate. To re-
duce the switching losses under VHF conditions, the switch 
should operate at ZVS state. Through comprehensive design 
of the resonant frequency, operating frequency and duty cy-
cle, the voltage across the switch can exactly be zero when 
the drive signal comes, therefore the soft switching charac-
teristic is achieved. In ideal situations, the parasitic capacitor 

of the switch can exactly act as the resonant capacitor in 
the inverter stage, so there is no need to add extra capaci-
tor. However, the parasitic output capacitance of the switch 
varies with its type, and the value of the parasitic capacitor 
changes nonlinearly while the drain-source voltage changes. 
So a parallel discrete capacitor is generally necessary.

Although the topology of the Class E inverter stage is 
simple, and the switch can work in soft-switching state, the 
major defect is that the switch’s drain-source voltage stress 
is very high. When the duty ratio of the switch is 50%, the 
drain-source voltage stress is about 3.6 times of the input 
voltage, which means that the switch with high rated voltage 
has to be adopted. Also the cost of this system increases. 
With high voltage stress, the application area of this topolo-
gy is greatly restricted.

According to these problems, scholars expect the introduc-
tion of higher harmonics to reduce the peak voltage across 
the switch. Fig. 3 shows the peak voltage across the switch 
is effectively reduced by superimposing the fundamental and 
third harmonic voltages. Based on above method, the Class 
Ф2 inverter, as shown in Fig. 4, is proposed and is widely 
used in VHF power converters [52]-[57]. The topology can 
meet the soft switch requirement and effectively reduce the 
voltage stress across the switch.

 
Fig. 3.  The desired voltage waveform with the addition of third harmonic.

 

Fig. 4.  The circuit of Class Φ2 type resonant inverter stage.

The Class Ф2 inverter is derived from Class E circuit. 
The input resonant network consists of LF, CF, LM and CM. In 
parameter design process, to make the switch drain-source 
waveform presenting a low impedance at the second har-
monic frequency, the resonant frequency of LM and CM is set 
to be close to twice of the switching frequency. Then the res-
onant tank should be adjust to exhibit high impedance at the 
fundamental and three harmonic frequency with proper LF 
and CF. Since the superposition of one and third harmonic, 
the voltage waveform across switch is in approximately trap-

Vin Vout

Inverter Stage Matching Network Rectifier Stage

Fig. 2.  Circuit of Class E type resonant inverter stage.
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ezoidal form. The voltage stress of switch can be reduced to 
twice of the input voltage, thus the topology can be adopted 
in wide application fields. Meanwhile the switch is still able 
to maintain an excellent ZVS characteristic. However com-
pared with Class E resonant rectifier topology, the introduc-
tion of LM and CM increases the size and cost of the system, 
also improves the complexity of circuit design. Therefore, 
the inverter topologies of VHF power converters should be 
selected considering different system requirements.

C. The Analysis of Rectifier Stage

In VHF DC-DC power converters, the inverter stage con-
verts the DC signal into a high frequency AC component, 
and the rectifier converts the AC signal into a DC output 
signal with the desired amplitude. Meanwhile in VHF power 
converter the rectifier circuit also decides the impedance 
across the switch. For the design of the resonant rectifier 
circuit, the ideal working state is that the input fundamental 
voltage and current are in the same phase. Thus it can reduce 
the circulating current and improve the rectifier efficiency. In 
this condition, the rectifier can be replaced with a resistor. In 
very high frequency conditions, the ZCS characteristic of the 
diode can also be realized by the resonance of the inductor 
and capacitor, which can reduce the switching losses of the 
diode. 

Fig. 5 and Fig. 6 show two commonly used resonant 
rectifier circuits respectively, they can be deduced from the 
Class E inverter according to duality characteristics [58], 
[59]. Each resonant rectifier circuit consists of a resonant 
inductor LR, a resonant capacitance CR and a diode D1, CR 
includes the parasitic capacitance of the diode. When the di-
ode is turned on, the diode anode voltage is clamped by the 
output voltage. In contrast, when the diode is turned off, the 
inductor and capacitor begin to resonate in order to achieve 
the ZCS characteristic of diode. According to the different 
types of input source, the circuit shown in Fig. 5 is called the 
voltage-driven rectifier circuit and the circuit shown in Fig. 
6 is called the current-driven rectifier. They all provide a DC 
path from the input side to the output side. The advantage is 
that the DC component can be used to deliver part of the re-
quired energy, reduce system losses and improve efficiency. 
However the disadvantage is that the output voltage must 
be higher than the input voltage, it means the converter can 
only be used in step-up condition. A DC blocking capacitor 
is necessary when to achieve step-down conversion. 

Although the diode operating in ZCS state can effective-
ly reduce the switching losses. In the resonant rectifier, the 

diode conduction voltage drop will also cause great losses. 
Especially in the low output voltage conditions, the system 
efficiency will be greatly compromised. To solve above 
problems, a new method based on synchronous rectification 
is put forward, in which the diode is replaced by a switch. 
The switch is driven by proper signal to achieve the required 
rectifier characteristics. With low conduction voltage drop, 
the method can effectively reduce the conduction losses. 
However an extra driving circuit must be added which in-
creases the driving losses. Besides, the driving signal of syn-
chronous rectifier switch and inverter switch need to meet 
a specific time relationship which is very difficult in VHF 
situation. Therefore, the proper rectifier stage of the VHF 
power converter should be decided according to the specific 
requirements of the system.

D.The Analysis of Matching Network

As the diagram of VHF DC-DC power converter shown, 
a matching network is usually added between the inverter 
and the rectifier, which can play the role of impedance con-
version. As mentioned above, the input voltage and current 
of rectifier are usually designed to be in the same phase. 
Then the rectifier circuit can be represented by an equivalent 
impedance, which can be transformed by the matching net-
work to meet the requirement of the impedance value under 
the required output power. There are two kinds of matching 
networks: isolated type [11], [24], [60] and non-isolated type 
[56]. The isolated type matching network adopts the trans-
former as the impedance conversion element which can real-
ize the electrical isolation between the system input and out-
put side. In a wide frequency variation range, the transformer 
owns a constant impedance conversion characteristic. How-
ever, in VHF condition, the transformer will introduce more 
non-ideal parameters, such as parasitic capacitance, leakage 
inductance, magnetizing inductance. Based on optimization 
design, the transformer leakage inductance and magnetizing 
inductance can be effectively absorbed and utilized. How-
ever, the parasitic capacitance cannot be eliminated because 
of the facing area between adjacent windings, which affects 
the performance and operating mode of the system. So in the 
applications without the requirement of electrical isolation, 
the non-isolated matching networks are widely adopted.

Fig. 7 shows the topologies of some commonly used 
non-isolated matching networks. From the point of frequen-
cy domain characteristics, these matching networks can Fig. 5.  Voltage-driven Class E resonant rectifier stage. 

Fig. 6.  Current-driven Class E resonant rectifier stage. 
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be divided into low-pass matching network and high-pass 
matching network. In VHF power converters, the high-pass 
matching network is more suitable because it can transfer 
the energy of the fundamental waveform and other high har-
monics to the load. It means the energy of the inverter can be 
fully utilized compared with low-pass ones. Fig. 7(b) is the 
simplest structure of high-pass matching network, which is 
called L type. It contains only one inductor LS and a capac-
itor CS. Meanwhile the capacitor CS is connected in series 
with the load which can play a role of DC blocking capaci-
tor. With this matching network, the converter can achieve 
step-up and down conversion. At the same time, combining 
the L type matching network with the current-driven rectifier, 
the inductor LS of matching network and the inductor LR of 
rectifier can be merged to one inductor, which effectively re-
duces the component number and the corresponding losses. 
Fig. 7(d) and Fig. 7(f) show the π type and T type matching 
network. With optimal design, these two circuits can ensure 
constant impedance angle conversion under load variation 
conditions, which is conductive to ensure the soft switching 
characteristics of the switch at different output power. The 
non-isolated matching network can only achieve the required 
impedance transferring ratio at a certain frequency. When 
the operating frequency of the matching network changes, 
the impedance transferring ratio will change, which affects 
the switch operating mode. Therefore considering the advan-
tages and disadvantages of different matching networks, the 
topology of matching network should be selected according 
to the system specific requirement.

E.Typical Topologies of VHF Converters

Based on the different types of the inverter stage, the recti-
fier stage and the matching network, many VHF power con-
verters with different characteristics are gradually proposed. 
Fig. 8 shows the circuit of the SEPIC VHF power converter 
proposed in article [56], the inverter stage is Class E topolo-
gy, the rectifier stage is current-driven resonant topology, and 
the matching network is L type high-pass network. As men-
tioned above, the inductance LR is the equivalent inductance 
of the matching network and the rectifier stage. Here CT also 
plays the role of DC blocking capacitor, thus this converter 
owns both step-up or down voltage transferring ability.

 

Fig. 8.  Schematic diagram of a SEPIC VHF converter proposed in [56].

Fig. 9 shows the circuit diagram of the Boost VHF power 
converter proposed in article [54], [57]. The inverter stage 
is ClassΦ2 topology; the rectifier stage is voltage-driven 
resonant topology. In this prototype, the equivalent imped-
ance of the rectifier meets the inverter requirement. Thus the 
matching network is not added in this circuit. As can be no-
ticed from the schematic, because of the absence of the DC 
blocking capacitor, this converter can only provide stet-up 
power conversion. Fig. 10 shows the circuit diagram of the 
isolated VHF power converter proposed in [11]. The inverter 
stage is still ClassΦ2 topology. Here the rectifier stage adopts 
synchronous rectifier resonant topology, which can reduce 
the conduction losses. Meanwhile, a transformer is adopted 
here to be the matching network, so the electrical isolation 
between the input side and output side is achieved. The leak-
age inductances in primary side and secondary side are both 
absorbed by the resonant inductor of rectifier stage, which 
can reduce the magnetic components in the high frequency 
converter. Meanwhile, the effect of parasitic inductances can 
be reduced by the optimal design. 

Fig. 9.  Schematic diagram of a Class  Φ2 based Boost VHF converter.

Fig. 10.  Isolated Class  Φ2 resonant converter.

F. Novel Topologies of VHF Converters

Based on the aforementioned typical topologies, some 
scholars begin to propose some new topologies, such as the 
interleaved VHF converters, the bidirectional VHF convert-
ers and the half-bridge VHF converters.

Similar to the application of the interleaved technology 
in low frequency condition, the input current ripple of VHF 
power converter can be reduced when two complementary 
signals are applied to drive the two interleaved circuit mod-

Fig. 7.  The diagrams of different non-isolated matching networks. 
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ules. The schematic of the interleaved VHF converter based 
on Class E topology is shown in Fig. 11. In article [61], this 
prototype is used as the LED driver operating at 120 MHz. 
The output power is 3-9 W, and the efficiency is 80%~89%. 
The application of the interleaved technology can effectively 
reduce the input and output ripple, so that this converter can 
be applied in high power fields. However, the tiny deviations 
of the two circuit modules may result in the offset of the 
system’s optimal operating point. In such high frequency 
condition, the differences of two modules will greatly affect 
the system nominal operating mode.

Fig. 11.  Schematic view of the interleaved class E converter from [61].

As seen in Fig. 12, the diode in the rectifier stage is re-
placed by a switch, then a bidirectional VHF converter is ob-
tained [62]. This converter is composed of Class E inverter 
and Class E synchronous rectifier. When the circuit operates 
in forward transferring mode, S1 acts as the power switch, S2 
acts as the synchronous rectifier diode. When the circuit runs 
in reverse transferring mode, the roles of the switches are 
opposite to the former. Besides having the ability to conduct 
bi-directionally, this converter can also effectively reduce 
the conduction losses of the rectifier stage by introducing the 
synchronous rectifier switch. However, as mentioned above, 
this topology requires an extra driving circuit, and the two 
driving signals must satisfy a specific logical relationship 
at high frequency, which is a great challenge for the design 
of driving circuits. As mentioned in the former section, the 

scholars try to avoiding the applications of half-bridge to-
pology in VHF converters. The floating driving method of 
the top switch is difficult to solve in half-bridge structure. 
But a natural advantage of this topology is that the voltage 
stress across the switch is very low, for the switch is directly 
connected with the input voltage, the stress is equal to input 
voltage. Based on Class DE half-bridge inverter topology 
[64] and Class DE rectifier topology, a VHF converter is 
presented in [63], as shown in Fig. 13. Self-resonant driving 
method is proposed in this paper. The half bridge circuit is 
very suitable for the applications where high input voltage 
or output voltage is required. In addition, compared with the 
other topologies mentioned above, the power circuit of the 
converter presented in Fig. 13 only contains one inductor, 
which is beneficial to improving the power density of the 
system.

III. drIVInG mEthods of Vhf PowEr conVErtErs

In VHF power converters, with the increasement of oper-
ating frequency, the losses of the driving circuit also increase 
rapidly. In the low frequency power converters, the most 
commonly used driving circuit is square wave driving circuit 
in which the switch driving signals are square waveforms. In 
this case, the driving losses are caused by the charging and 
discharging energy dissipation of the parasitic capacitance 
Cgs. The losses of the driving method can be calculated by 
CgsVg

2f, where Vg is the amplitude of driving voltage and f 
is the driving frequency. As can be seen, the power losses 
are proportional to the operating frequency, the high driving 
losses in VHF converter greatly restricts the improvement of 
high frequency system efficiency.

A. Analysis of VHF Resonant Driving Circuit

In order to solve the above problems, the concept of reso-
nant driving circuit has been proposed in recent years [65]-
[70]. Compared with the square wave driving circuit, the 
most obvious difference of the resonant driving circuit is 
that the driving voltage is in sinusoidal or approximately 
sinusoidal form, which can use the energy of switch parasitic 
capacitance. Thus, the driving losses can be reduced. Fig. 14 
shows diagram of the simplest resonant driving circuit. A se-
ries resonant inductor Lres is added in the circuit. In Fig. 14, 
Rg is the gate resistance of switch, RI is the equivalent resis-
tance introduced by other components in the driving circuit.

 In the traditional square wave driving circuit, the energy 

Fig. 12.  Schematic diagram of a VHF converter with class-E inverter and 
synchronous class-E rectifier.

Fig. 13.  Schematic diagram of a VHF converter with class-DE inverter and 
rectifier. Fig. 14.  Schematic diagram of resonant circuit.
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stored in the input capacitor Cgs is completely consumed during 
each switching cycle. However in the resonant driving circuit, 
the energy is converted between the capacitor and the series 
resonant inductor in the form of electromagnetic energy. Ignor-
ing the small equivalent resistance RI in the driving circuit, 
the losses are only caused by the gate parasitic resistance Rg. 
The losses can be calculated by 2Rgπ

2f 2C2
gsV

2
g,ac, where Vgac 

is sinusoidal driving voltage amplitude. For the switch of 
MRF6S9060, comparing the power losses of the above two 
driving methods, the losses of the resonant driving circuit are 
much less than that of the square wave driving circuit [70].

Fig. 15 shows a typical VHF sinusoidal resonant drive 
circuit based on the external oscillator signal, in which the 
control method will be introduced in the next section. This 
circuit reduces the current flowing through the equivalent 
resistance RI by introducing a parallel branch which consists 
of an resonant inductor Lp and a resonant capacitor CB. So 
the losses of equivalent resistance RI can be reduced and 
the efficiency of the resonant driving circuit can be further 
improved. In the driving circuit, U3 is a CMOS inverter and 
S1 is an auxiliary switch. When the control signal is in low 
level, the output signal of U3 is high, and the auxiliary switch 
turns on. The additional circuit can accelerate the shutdown 
process.

 

Fig. 15.  The typical VHF resonant circuit based on external oscillating sig-
nal.

The aforementioned resonant driving circuit owns many 
advantages, such as simple structure, high reliability, and 
high efficiency. However, the rising and falling edge slopes 
of the sinusoidal driving signals are slow which increases 
the average on-resistance of the switch during the switching 
period. To solve the above problems, some scholars have 
proposed trapezoidal wave driving method which can speed 
up the rise and fall edge of driving signal. Also there is no 
negative voltage in this trapezoidal driving signal. But the 
structure of trapezoidal wave driving circuit is complex. 
There are many components in the circuit which is not con-
ducive to the improvement of power density.

B. Analysis of Self-Resonant Driving Circuit

The above mentioned resonant driving circuits have been 
widely used in VHF power converters. However, these 
methods require many components, such as oscillator, AND 
gate, CMOS inverter, auxiliary switch, etc. These compo-
nents will increase system cost and reduce system reliability. 

To solve above problems, the self-resonant driving circuits 
have been adopted in VHF condition.

Within the above mentioned VHF power converters, the 
switch drain-source voltage waveform is always in approxi-
mate half-wave sine form. When the switch is turned on, the 
drain-source voltage is in low level, and the driving voltage 
is in high level. When the switch is turned off, the situation is 
just the opposite. From the perspective of phase, there is an 
almost 180 degree phase difference between the driving volt-
age and the drain-source voltage. According to above analy-
sis, a passive network is expected to be designed, which can 
feed back the drain-source voltage to the gate with an almost 
180 degree phase difference. Meanwhile with the adjustment 
of the feed-back voltage amplitude, a self-resonant driving 
system can be built with a proper feed-back network.

Fig. 16 shows a VHF self-resonant driving circuit based 
on series resonant inductor [71]. In the circuit, LG is the reso-
nant inductor and Vbias represents the bias DC voltage. Based 
on the inductor and the switch parasitic capacitors, a high-
pass filter with the capacitive load is formed. The transfer 
function Vds/Vgs needs to be carefully designed to satisfy the 
requirements. Fig. 17 shows the Bode diagram of the feed-
back network with different series inductance parameters. As 
can be seen from the figure, the network can achieve about 
180 degree phase difference within certain frequency range. 
By changing the value of inductances, the voltage gain at the 
operating frequency can be adjusted to meet the amplitude 

Fig. 16.  Circuit of a self-resonant VHF driving circuit.

Fig. 17.  The bode plots of self-resonant circuit with different inductor val-
ues.
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requirement of different switches. The bias voltage Vbias can 
be adjusted to change the switch duty cycle with different 
threshold voltages.

Although the above mentioned self-resonant driving cir-
cuit has a simple structure, the network performance mainly 
depends on the parasitic parameters of the selected switch. 
For many switches, the feed-back network cannot achieve 
180 degree phase difference. Meanwhile the amplitude of 
the driving voltage is proportional to the input voltage. With 
the increasement of input voltage, the driving voltage may 
exceed the switch allowable voltage, which restricts the ap-
plication fields of the self-resonant circuit.

To solve the above problems, paper [72] proposes a VHF 
self-resonant driving circuit based on the auxiliary switch as 
shown in Fig. 18. The driving circuit adopts Class E resonant 
circuit. Based on the proper feed-back network, the auxiliary 
switch is driven by the self-resonant signal. Then the drain-
source voltage of the auxiliary switch is used as the driving 
voltage of the main switch. With proper DC bias voltage, 
the driving signal is independent of the input voltage of the 
power circuit. Meanwhile an inductor Lstart is added between 
the gate of the auxiliary switch and the DC voltage source, 
which can fasten the switch transition. Although the struc-
ture solves the problem of self-resonant driving circuit based 
on series inductor, the driving method is more complicated 
and needs many components.

IV. control strAtEGIEs of Vhf PowEr conVErtErs

Apart from the topology structures and the driving meth-
ods, another important factor of VHF converters is the con-
trol method. For traditional converters, pulse width modula-
tion (PWM) or pulse frequency modulation (PFM) is used 
to adjust the system driving signal, and finally the system’s 
closed-loop control can be achieved. However, both methods 
are difficult to realize in VHF situations. As for PWM, the 
ZVS characteristic of the switch in the VHF system is real-
ized at a certain duty ratio. Once the duty ratio changes, the 
switch will lose the ZVS characteristic, thus the system loss-
es will greatly increase. And if PFM is utilized in the VHF 
topology, the frequency range of the system will be too wide, 
the elements and control system will be difficult to design 
and operate. Of course, PWM and PFM can be combined 
to control the system collectively, but this will increase the 
complexity of the control circuit and still cause the system to 
withstand a wide frequency range.

In VHF converters, on-off control method is widely used, 
Fig. 19 shows the control block diagram [56], [60], [72]-[75]. 
The driving signal is obtained after the low frequency con-
trol signal and high frequency oscillator signal passing the 
AND gate. The final driving signal is shown in Fig. 20. With 
this method, the output voltage can be regulated. The advan-
tage of this control method is that the switch keeps working 
at its optimal operating point once it turns on. Thus with a 
constant output voltage, this control method can also ensure 
high efficiency in a wide input range. However the drawback 
of this approach is that it causes low-frequency harmonic 
interference, so it is necessary to increase the values of the 
filter elements. Besides, as the switch state constantly con-
verting between working and non-working, this method puts 
forward higher requirements for the transition speed of the 
power circuit. On the basis of on-off control method, the im-
proved hysteresis control method and the phase-shift control 
method also have been used in VHF converters.

Fig. 19.  The diagram of VHF DC-DC converter controlled by on-off meth-
od.

In [76], the outphasing control technology is applied to 
VHF power converters, Fig. 21 is the schematic diagram 
of this control method. This method is to adjust the phase 
difference between the two or more inverters to control the 
output voltage amplitude of the rectifier. Fig. 22 is a VHF 
power converter based on outphasing control, it has fast 
response speed, wide adjustment range and small input out-
put filters. However the system losses are roughly the same 

Fig. 20.  The waveforms of control signal and gate voltage.

Fig. 21.  System diagram of VHF converters based on outphasing modula-
tion.

Fig. 18.  The VHF self-resonant circuit based on an auxiliary switch.
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when the circuit is under light load and full load conditions, 
which will cause lower efficiency in the light load situation. 
Another defect is that the control circuit is complex and not 
easy to design.

V. oPPortunItIEs And chAllEnGEs of Vhf PowEr 
conVErtErs

With the continuous improvement of the working frequen-
cy, the VHF converters can effectively reduce the value and 
volume of passive components and increase the power den-
sity [77]-[82]. In the future, the integrated VHF converters 
will become the development trend of the VHF converters. 
In order to achieve the integrated system, the design and 
integration method of the magnetic components, such as 
inductors and transformers, becomes one of the hottest and 
most difficult subjects. In VHF situations, planar magnetic 
components can effectively reduce the volume of the induc-
tors and transformers, especially their height in the vertical 
direction. Generally speaking, air core structure can be ad-
opted to design magnetic components when the frequency is 
tens of megahertz. The copper tracks in the PCB board can 
act as the windings of the inductors and transformers. How-
ever, the ac resistance, parasitic capacitance, the primary and 
secondary leakage inductances under high frequency con-
ditions are all needed to be studed thoroughly and designed 
optimally.

At the same time, with the rapid development of the wide 
band gap semiconductors, such as GaN, the development of 
VHF power converters is correspondingly promoted. GaN 
FETs own lower on-resistance and smaller parasitic capaci-
tance, and can effectively reduce the conduction losses and 
the driving losses. Although GaN FETs have many advan-
tages when applied in VHF converters, there are many prob-
lems that need to be addressed. Compared with Si switch, 
the threshold voltage of GaN FET is lower, so GaN FET 
is more sensitive to the driving voltage amplitude, the spikes 
contained in the driving signal may cause malfunctions or even 
damage to the GaN FETs. In addition, the reverse conduction 
voltage of this switch is relatively high, in order to reduce the 
losses caused by this aspect, the opening time of the switch is 
required to be calculated and designed precisely.

Nowadays, most of the available VHF converters are only 
suitable for the applications where the input and output volt-
age are low. This is mainly constrained by the high voltage 
stress of the switches and diodes in the inverter stage and 
rectifier stage. Even if the Class Φ2 topology is used, the 

stress is twice of the input voltage. Thus, investigating new 
inverter and rectifier topologies with low voltage stress can 
widen the input and output voltage range of the VHF con-
verters. For the application of high power conditions, the 
design of optimal system structure is another urgent problem 
to study and settle.

The non-ideal parasitic parameters created by the pins of 
the components and the layout of the PCB board will also 
greatly affect the performance of the VHF power converters. 
In the further study, the characteristics of parasitic parame-
ters and the suppression methods need to be studied deeply 
under the VHF conditions. And the optimal layout of ele-
ments in VHF converters should be proposed with the help 
of 3D simulation software. Meanwhile, the sensitivity of the 
system to parasitic parameters can be restrained by explor-
ing the new topologies. Also the compensation method of 
non-ideal parasitic parameters should be deeply researched.

VI. conclusIon

High frequency and high power density have become the 
developing trend of power electronics technology, the VHF 
converter can effectively reduce the system volume, improve 
the system power density and other performance. However, 
it also brings many challenging problems. In this paper, from 
the perspective of the topology, the inverter stage, rectifier 
stage and matching network are introduced respectively, and 
their merits and demerits are analyzed in detail. Then in the 
respect of driving technology, the resonant and self-resonant 
driving mode have taken place of the traditional hard drive 
mode, which can take advantage of the energy stored in par-
asitic capacitance. Besides, the control methods of VHF con-
verters are described and compared in this paper. In the end, 
the development trends and challenges of VHF converters 
are introduced, and the promotion in components and topol-
ogies is expected. 
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Data Center Challenges and Their Power 
Electronics

Philip T. Krein

Abstract—Data centers use more than 1.5% of all electricity 
in China and the U.S., with continuing growth. This paper re-
views the power hierarchy levels within modern data centers. It 
considers energy consumption and power electronics challenges 
across all levels of a data center, including building distribution, 
dc architectures, and conversion down to the board level. Power 
electronics plays a central role throughout the hierarchy, and 
emerging approaches are described. Strategies that enhance 
center energy efficiency, both in terms of overall center opera-
tion and in terms of computation performance, are discussed.

Index Terms—Data centers, dc distribution, dc-dc converters, 
server racks, power utilization factor, dc power architecture, dig-
ital power.

I. IntroductIon

MODERN data centers are superficially similar to main-
frame computer rooms from the 1960s, but have grown 

in scale and in number. They represent a fast-growing load 
component within the electric power grid. In [1], it is reported 
that in 2015, more than 400,000 data centers in China alone 
were consuming about 1.5% of national electricity supply. In 
the U.S., consumption in 2014 reached 70 TWh, about 1.8% 
of total supply [2]. Life-cycle costs of data centers today are 
often dominated by energy expense [3].  

Although there is vast literature about overall data center 
performance, and large-scale industry efforts to enhance 
high-level efficiency [3], [4], the attributes associated with 
power architecture and power electronics across the layers 
in a data center are less widely discussed. This paper draws 
on [5], with updates across the hierarchy. Opportunities for 
improvements across the layers are summarized, and work in 
these areas is reviewed. The impact of power electronics is 
emphasized.

Based on the recommendation to “follow the power” [6], 
it is important to track energy flow in a data center from the 
external utility substation through building distribution 
to the individual racks, and then on to the server blades, 
memory and computing boards, and finally to the low-level 
information technology (IT) loads. Each level in this hierar-
chy brings its own challenges and opportunities for energy 

savings.  

II. thE hIErArchy lEVEls In A dAtA cEntEr

Data center power can be treated according to levels of 
function:

•  Utility level. Independent feeds, cogeneration, and exter-
nal renewables are a few examples of challenges outside 
a data center itself.

•  Building level. This is the level at which the primary util-
ity feed enters the facility. Challenges include the choices 
between low voltage (e.g. 480 V or 600 V) input and me-
dium voltage input, and whether the main building feed 
should be converted immediately to dc.

•  Backup level. Many architectures have uninterruptible 
power supplies (UPS) and fuel-driven generators to pro-
vide power at the building level. Some distribute backup 
at lower levels.

•  Rack level. Groups of racks are likely to use broader ther-
mal management, but power delivery to individual racks 
is typical.

• Board level. Within a blade, power may be managed for 
memory boards, computing motherboards, and other lo-
cal IT equipment.

•  Chip level. Within a board, individual point-of-load (PoL) 
dc-dc converters provide low-voltage power for chips or 
chipsets. It is typical to see three to five different voltage 
values at this level of power management.

• Internal level. Some ICs, especially multi-core proces-
sors have on board energy management.

Each level involves particular power requirements and op-
portunities. Although an optimized system might couple 
attributes at several levels to achieve the best results, this pa-
per will emphasize the individual levels and the challenges 
that each one entails.

A. Utility Level

At the utility level, many of the design aspects are linked 
to reliability. Reliability is linked to tiers [7], and at the high-
est Tier IV level, multiple independent utility feeds are typi-
cal. A data center might also be part of a microgrid. Some of 
the system architecture opportunities for power electronics 
include active switch management of multiple feeds [8] and 
integration into microgrids [9]. 

From a thermal perspective, the “energy” in the form of 
information leaving a data center is insignificant, and IT 
equipment ultimately converts 100% of incoming energy 

Manuscript received March 27, 2017. The work was supported in part 
by the Grainger Center for Electric Machinery and Electromechanics at the 
University of Illinois. 

Philip T. Krein is with Grainger Center for Electric Machinery and 
Electromechanics University of Illinois, Illinois, 61801, USA (e-mail: 
krein@illinois.edu).

Digital Object Identifier 10.24295/CPSSTPEA.2017.00005



40 CPSS TRANSACTIONS ON POWER ELECTRONICS AND APPLICATIONS, VOL. 2, NO. 1, MARCH 2017

into heat. This implies opportunities for combined heat and 
power (CHP or co-gen) utility-level architectures [10]. How-
ever, CHP has only been explored in a limited way for data 
centers. One issue is that the waste heat from IT devices is at 
relatively low temperature (rarely above 50°C) and therefore 
is not useful for steam generation. It can be used in district 
heat systems [11]. Following some early work [12], the trend 
has been to emphasize co-gen based on other devices such 
as microturbines [13]. A more practical situation locates a 
data center near a power plant that can also supply steam for 
absorption chillers.

As data center energy use continues to grow, numbers of 
data centers climb, and reliability demands increase, utilities 
are likely to have a larger role in siting and planning [14].  
This has been typical in the past for large manufacturers, and 
data centers are approaching similar load levels.

B. Building Level

At the building level, there have been extensive studies that 
address the power usage effectiveness (PUE), defined as the 
ratio of total energy into a facility to total energy consumed 
by IT equipment within the facility. PUE must be greater than 
one under any circumstances and can readily exceed two 
given conventional heating, ventilation, and air-conditioning 
(HVAC) systems operating in hot environments. Realistically, 
PUE will exceed one substantially even if HVAC require-
ments are minimal, since a useful data center has lighting, 
security systems, and other non-IT functional loads.

An extreme low in PUE can be achieved with liquid im-
mersion cooling in unstaffed data centers. In [15], a PUE 
value of 1.02 is reported for an insulating boiling immersion 
cooling approach. However, such a low number strongly 
suggests incomplete computation. For example, the power 
into a data center is delivered to power electronics, and only 
indirectly to IT equipment. The loss in power conversion 
is not really energy delivered to IT loads. Given an overall 
power conversion efficiency as high as 95% (unlikely), a 
PUE below 1.05 is not physically valid unless power sup-
plies are considered to be IT load. This also ignores any 
energy consumed within uninterruptible supplies and even 
building switchgear and wiring.

 Google reports a much more realistic company-wide PUE 
of 1.12 [16], and also reports there that 

“When measuring our IT equipment power, we include 
only the servers, storage, and networking equipment. We 
consider everything else overhead power. … Similarly, we 
measure total utility power at the utility side of the substa-
tion, and therefore include substation transformer losses in 
our PUE.”

The distinction between IT and non-IT equipment is im-
portant when PUE values are used to incentivize system im-
provements.

Liquid immersion in data centers can take at least two 
forms. As in [15], the individual boards or blades can be 
immersed in coolant. Advanced hydrofluorocarbon liquids 
and mineral oils have been used for this [17] (claiming PUE 

values in the range of 1.02 to 1.03). The alternative is to 
immerse a complete rack or data center itself, possibly with 
conventional air-based heat transfer into the surrounding liq-
uid. An undersea approach based on this has been announced 
by Microsoft [18].

Building-level emphasis on PUE has encouraged advanced 
HVAC work. Just a few examples include [19], in which en-
thalpy wheels are evaluated for data center benefits, and [20], 
in which rack-based cooling is proposed. In [21], a compre-
hensive overview of power architectures and interconnections 
to renewables is presented. The work also discusses power 
electronics architectures and cooling alternatives. Much of the 
discussion addresses UPS efficiency and operation.

In the context of power electronics, the discussion and use 
of direct dc distribution within data centers is a key trend.  
By the time of the workshop [6] held in February 2007, there 
were already some demonstration projects and active indus-
try engagement. In [22], architectures are compared in depth 
across conventional ac distribution with conversion at the 
rack level, building-level 48 V dc distribution, building-level 
400 V dc distribution, and others. The work identifies 400 
V building-level dc distribution as advantageous. Several 
studies, including [23], [24] have reported that dc distribu-
tion at the building level enhances efficiency and also raises 
reliability and availability.  It is important to recognize, how-
ever, that efficiency improvements are on the order of one 
percentage point or so with best-practice present designs.  

Results from related areas, including mainframe computer 
systems, supercomputers, and mobile power systems have 
bearing on questions of dc distribution. A broad discussion 
of the issues and the power conversion requirements can be 
found in [25]. This work suggests that dc distribution was 
reported to have advantages even as early as the ENIAC 
mainframe system. In [26], architectures and power electron-
ics designed for electric ship applications are suggested as a 
basis for dc applications in data centers. In [27], a supercom-
puter powered directly from a 380 V dc solar energy bus is 
described.

One important advantage of building-level dc distribution 
is that megawatt-scale rectifiers can be designed with much 
higher efficiency that rack-level kilowatt-scale devices [28].  
Building-level conversion also simplifies reliability design.  
Redundancy at the building level is relatively straightfor-
ward, and it is generally accepted that single points of failure 
need to be avoided.

The trend toward dc distribution in data centers is part 
of a larger discussion of dc distribution within low-energy 
buildings [29].  Early efforts related to data centers and more 
broadly to buildings were conducted by Lawrence Berkeley 
National Lab. These activities have culminated in an interna-
tional industry group, the Emerge Alliance [30]. The energy 
savings are one aspect, even if the amounts are not large [31].  
At present, dc distribution in a data center is not confined to 
research. Commercial systems are in place [32].

It is important to notice that PUE in particular, and also dc 
distribution practices, do not by themselves drive power in-
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novation in data centers.  Even though PUE is a limited met-
ric, it does give linkage to some efficiency improvements, 
particularly those associated with HVAC. Starting from rel-
atively high PUE numbers (above 1.5), several strategies for 
energy savings have been suggested by Pouchet [33]:

• Optimize air flow throughout the building.
• Optimize air flow within each rack.
• Extra attention to building outer envelope and room 

sealing.
• Economizers in the heating, ventilation, and air-condi-

tioning (HVAC) system.
A combination of cooling from ambient air and inexpensive 
energy has driven many data center locations [34].

C. Backup Level

In conventional practice, a UPS is provided at the build-
ing level, and represents an important element in overall 
efficiency. The basic electrical distribution scheme in a typ-
ical ac data center is shown in Fig. 1. Notice in particular 
the stack-up of power electronics.  Just behind the building 
feeder, an online UPS (also termed a “double conversion” 
UPS) provides back-to-back conversion, with an input-side 
rectifier, regulated battery bus, and output-side inverter. This 
provides high-quality power conditioning and backup. At the 
rack level, ac may be connected to individual server blades, 
or an active rectifier supports a dc bus for the complete rack, 
usually at 48 V. At the board level, a relatively low voltage 
is used to send power across board traces. The final point-
of-load (POL) converters supply the digital chip sets. Other 
POL converters produce supplies for communication links, 
disk drives, diagnostic devices, sensors, and other IT infra-

structure. Building-level HVAC and lighting are not shown.
The advantage of an online UPS in this context is high 

power quality and excellent immunity to short-term chang-
es on the grid side. Not shown is a transfer switch that can 
connect in local fuel-driven generation if the utility feed or 
feeds are lost. The disadvantages are that the UPS must have 
inherently high reliability, and that the multiple conversion 
stages involve power loss.  

Offline or “standby” UPS circuits are also in wide use in 
data centers. Various hybrid configurations are employed 
to speed the process of transferring the energy source from 
the grid to a battery set [35]. Recent innovations include 
smaller intermediate converters that support the load during 
the transfer interval [36]. This can also be supported with 
passive filters combined with small converters [37]. Grid-in-
teractive standby architectures allow fast source transfer 
without having the UPS in the continuous energy conversion 
path [38].

Notice that in the online UPS case, power is converted at 
least four times from the ac mains to the IC level. Given es-
timates such as a 97% efficient UPS process, a 95% efficient 
rack-level rectifier, and POL converters at typically 93% or 
less, overall about 85% of energy, at best, reaches the final 
IT loads. This would limit the PUE to more than 1.17 even 
without considering HVAC – provided IT power does not 
include power supply input.

A direct dc architecture, in which the “dc UPS” could be 
as simple as a master regulated dc bus, is shown in Fig. 2.  In 
this case, the building rectifier efficiency exceeds 98%, the 
rack level might reach 97%, and the POL efficiency is still 
93%.  The total is about 88%, and the PUE will be more than 
1.13.

Fig. 1.  Typical conversion sequence in an ac data center architecture [5].

Given these limitations on power loss and performance, 
how, for example, does Google achieve system-wide PUE of 
1.12 [16]? Part of the answer is a distributed UPS architec-
ture [38]-[40]. In the initial 2009 announcement [38], Goo-
gle reported the use of small 12 V batteries directly within 
each individual server. The result has higher backup perfor-
mance than a building-level online UPS, since it is distribut-
ed among all computing loads, but avoids power conversion 
layers built into conventional UPS architectures.  Strictly 
speaking, the overall system efficiency is the same as in Fig. 
2 because there is still conversion at the building level, rack 

level, and POL level, but the system is simpler and adapts 
better over a wide load range. The effective PUE improves 
by a few points. Many other users have adopted the distrib-
uted approach.

D. Rack Level

Servers in a data center are organized into conventional rack 
mounts, or in high-density blade configurations. A 42-unit 
(42U) rack is typical. In an ac data center, each rack might be 
provisioned with three or four three-phase circuit sets, provid-
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ing up to 25 kW per rack. In a dc data center, nominal dc volt-
age such as 380 V is delivered directly to each rack, providing 
up to about 30 kW.  In each case, power is often delivered 
directly to server-level power supplies.

An important challenge in rack provisioning is to man-
age various rating stackups. Standards and codes limit the 
loading level of any circuit. Servers are likely to have dual 
redundant supplies. The supplies themselves are oversized, 
and servers do not always operate close to 100% power.  
The combination generates considerable confusion when 
rack-level power provisioning is designed [42]. Worst-case 
design leads to extreme over-provisioning [43].

Rack distribution offers several opportunities for advanced 
power electronics. For example, supplies within a rack should 
be sequenced to avoid combined inrush peaks or other short-
term system stresses. Faults should be managed to avoid 
propagation. Protection at the rack level is especially chal-
lenging with dc distribution [44]. Supplies must be efficient 
over a wide load range, given the limited full power opera-
tion of servers. Several approaches have been proposed to 
broaden the range of high efficiency [45]-[47], but rack-level 
power considerations are not quite the same as board-level 
issues discussed below.

The ongoing discussion about 48 V power for data centers 
[48] mainly considers board-level innovations. However, 48 
V rack distribution is discussed [22], and direct board 48 V 
power would eliminate one power conversion level in the 
chain.

A more radical rack-level approach is to connect individu-
al servers in series [49]-[51].  Because communications links 
are electrically isolated, alternative electrical connections 
can be supported. A series stack of server boards or blades 
eliminates a layer of conversion and substantially increases 
system efficiency [52], [53]. An oversimplified version of 
the approach would connect 32 servers in series, and connect 
them directly from a 380 V bus. This requires diligent load 
balancing, but avoids a conversion step and enhances system 
efficiency. In [54], it is shown that the approach can raise 
this part of the power conversion process from a state-of-
the-art 96% efficiency to more than 99.8% efficiency.  Some 
of the ideas appeared earlier [55], but the architectures have 
much in common with older battery balancing techniques 
[56]-[58].

Better integration of power and thermal management at 
the rack level has been discussed as a power saving tool 
[59], [60].  In [59], local rack cooling is linked to computing 
loads. The intention is to make total system power track the 
computational load. In [60], methods for server power inter-
connection within a rack, to reduce redundancy but main-
tain power reliability, are presented. The gains in energy 
performance from interconnection do not approach those of 
a complete series connection, but linkages between system 
power and computing power are important. This is linked to 
the concept of energy proportional computing, as described 
by Google [61]. 

E. Board Level

Individual server boards often employ one or two power 
supplies, known in the data center industry as power sup-
ply units (PSUs), within the server enclosure. Two are used 
when direct “1+1” redundancy is required. As in [38], many 
modern designs use battery backup directly at this level. As 
in [48], there is continuing discussion of 48 V supplies at the 
board level. Recent results [62] deliver 48 V directly to end-
use POL converters.

At the board level, power supplies previously had various 
designations such as “silver,” “gold,” or “platinum,” and 
there have been various industry initiatives for improvement 
[63], [64]. Wide ranges for high efficiency are more import-
ant than full-load efficiency [45], especially in redundant 
supply architectures in which the maximum output is 50% 
unless a failure occurs. In fact, dual redundancy benefits 
from high efficiency in the load range below 50% rather than 
higher.

Most innovations at this level have come from incremen-
tal improvements in power supplies. This is particularly true 
because most architectures employ a supply that delivers 12 
V, 5 V, 3.3 V, and other voltages similar to those in a desk-
top computer. It draws power either from a single-phase ac 
input or a direct 380 V dc bus. Some of the work applies to 
rack-level power or to multiple boards (as in a blade enclo-
sure) [65].

F. Chip Level

At the “chip level,” the power province of POL convert-

Fig. 2.  Typical conversion sequence in a dc data center architecture.
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ers, high efficiency is challenging. This is because voltages 
are low, currents are high, and additional requirements such 
as fast transient response trade off against low losses. Typical 
solutions use two-stage dc-dc converters with an initial 12 V 
to 5 V stage followed by a multi-phase 5 V to 1 V stage [66].  
Other configurations can take advantage of high voltage con-
version ratios [67]. Some broader concepts are addressed in 
[68], [69], in which the hierarchy issues are considered.

Some of the earliest work on POL converters considered 
48 V input [70]-[72], even though implementation is much 
more recent [62]. In [70], the concept of multi-phase dc-dc 
converters is introduced. In [72], this is extended to a four-
phase two-stage converter for 2 V output. Comprehensive 
work on design based on 48 V POL applications was pre-
sented in [73], [74]. The two-stage concept is presented in 
depth in [75]. Recent designs, such as [76], are mature and 
ready for applications.

In POL circuits and at the chip level, droop control meth-
ods can be employed for enhanced power management.  
Voltage droop (termed adaptive voltage positioning) seeks 
to keep POL output impedance resistive, such that increas-
ing load drops the supply voltage linearly. This is a helpful 
innovation since finite output impedance is unavoidable, 
and resistive characteristics have advantages given dynamic 
disturbances. In digital loads, the effective load is resistive, 
since energy proportional to an internal capacitance Cint is 
lost during each digital clock cycle. This means the load 
power is

                              Pload=fclock Cint V 2,                                 (1)

the same as replacing the digital load with an effective resis-
tance Reff. Voltage droop helps the stabilize operation against 
disturbances.

Adaptive voltage positioning or scaling can also refer to 
an adaptive process by which the supply voltage at the chip 
level is decreased as much as computational performance al-
lows [77]. In an idealized version, a computational load runs 
a test protocol, and requests step-by-step reduction in supply 
voltage until excessive error rates are encountered. The chip 
itself might store a map of voltage vs. load to deliver er-
ror-free performance at the lowest possible power.

Frequency droop for digital loads is not a power supply 
strategy, but clock frequency adjustment or droop, as in (1), 
can manage load requirements in a dynamic manner. This is 
part of the industry concept of dynamic voltage and frequen-
cy scaling (DVFS) to rapidly adjust the power requirements 
of digital loads at the chip level [78]. The term DVFS ap-
pears in more than 1000 papers on IEEExplore. Summaries 
can be found in [79], [80]. 

G. Internal Level

At the internal level, within a chip, a recent trend is to 
bring dc-dc conversion into the chip itself. The general pow-
er-system-on-chip approach has been explored for a long 
time [81], [82], but commercial implementation is recent.  

The Intel “Haswell” processor concept was one of the first 
large-scale digital loads to incorporate internal power man-
agement [83], [84]. As digital supply voltages drop below 1 
V, on-chip management becomes increasingly important.

Modern digital chips are likely to comprise many compu-
tation cores or internal modules. If these can be connected 
in other ways, such as in series [49], [55], large voltage 
savings become possible. For instance, a chip with 61 cores, 
connected in series, can operate directly from a 48 V bus at 
a nominal 0.79 V per core, eliminating all layers of point of 
load conversion. Such a connection does not eliminate ben-
efits of DVFS, even though it involves more comprehensive 
system-level approaches to power conversion and manage-
ment [85]. The series concept applies across many levels, 
with the highest benefits for core interconnections [86]. 
However, since electrical isolation is rare below the board 
level, series connected racks are likely to have more impact 
in the short-term than series connected cores.

The internal level is well-suited to certain types of soft-
ware-based data center energy management. Individual 
cores can be switches on and off, or computing loads can be 
actively balanced among cores to best spread thermal stress-
es.  A potential innovation is cores that report or even predict 
their power requirements back to on-chip power converters.  
The converters can anticipate requirements and make dy-
namic adjustments to deliver the best possible performance.

III.  systEm-lEVEl mAnAGEmEnt

Even though power distribution and conversion in a data 
center are inherently hierarchical processes, in the end the 
power is consumed by IT loads and combined management 
of hardware and software provides the greatest possible ben-
efits. The PUE metric is less useful at this level. There are 
two aspects to consider:
1) Is a data center dynamically managed to keep its energy 

requirements as low as possible?
2) What about reduction of energy used per unit of compu-

tation?
For the first item, energy proportionality is important, but the 
complete system architecture also matters. For the second, 
the linkage between power electronics and digital design is 
important.

Strategies for keeping energy requirements as low as 
possible at the system level tend to be unique to an imple-
mentation. For example, for the highest-performing thermal 
designs, low energy consumption means good balance. A 
center operating at 10% of maximum design load in this 
case functions best if all internal elements also function at 
10%. For power electronics, this is not typical, since there 
are overhead requirements that begin to affect efficiency as 
power decreases. For point-based thermal designs, typical 
practice is to run racks as close to 100% power as possible, 
setting other equipment to an idle state. This works well in 
systems designed for high full-load efficiency, but the high 
loading can diminish reliability and leads to hot spots and 
other potential failure mechanisms.

P. T. KREIN et al.: DATA CENTER CHALLENGES AND THEIR POWER ELECTRONICS
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For reduced energy per computational unit, voltage re-
duction reduces this value in a nonlinear manner, but there 
are limits. Computation cores operating at near-threshold 
or sub-threshold conditions use much less power than cores 
running at conventional supply levels. However, power con-
version down to 0.3 V to 0.5 V levels associated with this 
reduction are extremely hard to produce; series connections 
become important, even though they bring more compli-
cated management issues. The clock rates also must be re-
duced, trading off performance in a multi-dimensional space. 
As pointed out in [87], the linkages between digital-side 
“low-power design” and system-level considerations in data 
centers are complicated.

In the large-scale computing literature, there is a growing 
body of work on system-level data center energy manage-
ment. In [88], an early summary of management approaches 
is presented. In [89], [90], high-level simulation is used in an 
energy management process.

A critical observation is that energy saved at the point of 
end use, especially via reduction in energy required per unit 
of computation, provides extra dividends throughout a data 
center. Even if PUE is defined all the way at the point of 
final chip connection, with a value as low as 1.12, reduced 
consumption at the end offers extra benefits. In more con-
ventional scenarios, in which PUE does not include power 
supply losses and impacts, reduced computation energy has 
much larger impact at the input. Dynamic optimization has a 
key role to play in long-term data center operation [91].

IV. conclusIon

Data centers are large energy consumers, analogous to 
heavy manufacturing industries. Both are key economic 
drivers, and energy costs are crucial in both arenas. Energy 
reduction in data centers requires attention to power distribu-
tion and conversion across all hierarchy levels. A challenging 
requirement is to combine hardware and software in opera-
tion to achieve system-level optimization. Power electronics 
plays a vital role in enabling intelligent system-level power 
management.   
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99% Efficient Three-Phase Buck-Type SiC
MOSFET PFC Rectifier Minimizing Life Cycle

Cost in DC Data Centers
Lukas Schrittwieser, Johann W. Kolar, and Thiago Batista Soeiro

Abstract—Due to the increasing power consumption of data 
centers, efficient dc power distribution systems have become an 
important topic in research and industry over the last years and 
according standards have been adopted. Furthermore the power 
consumed by telecommunication equipment and data centers is 
an economic factor for the equipment operator, which implies 
that all parts of the distribution system should be designed to 
minimize the life cycle cost, i.e. the sum of first cost and the cost 
of the power conversion losses. This paper demonstrates how 
semiconductor technology, chip area, magnetic component vol-
umes and switching frequency can be selected based on life cycle 
cost, using analytical and numerical optimizations. A three-phase 
buck-type PFC rectifier with integrated active filter for 380V dc 
distribution systems is used as an example system, which shows 
that a peak efficiency of 99% is technically and economically 
feasible with state-of-the-art SiC MOSFETs and nanocrystalline 
or ferrite cores. Measurements taken on an 8 kW, 4 kWdm-3 
hardware prototype demonstrate the validity and feasibility of 
the design.

Index Terms—Active third-harmonic current injection, buck-
type power factor correction (PFC) converter, three-phase recti-
fier systems, integrated active filter rectifier.

I. IntroductIon

INFORMATION and communication technology equip-
ment has become a significant consumer of electric power 

in recent years. In 2007, for example, the related annual 
consumption in Germany alone was 55TWh which equaled 
approximately 10% of the countries total consumption. The 
annual power consumption of data centers located in Germa-
ny is approximately constant at ≈10TWh since 2008 [1]. For 
the US an annual data center power consumption of 60TWh 
was estimated in 2006 with a energy cost of $4.5 billion [2], 
for 2014 an increase to 70TWh has been reported [3]. There-
fore the cost of electric energy is a significant economic fac-
tor for data center operators and should hence be considered 
in investment decisions.  

In conventional data centers using ac distribution systems, 
as shown in Fig. 1(a), up to 50% of the total energy con-

sumed is used for air conditioning, distribution and conver-
sion losses [4]. Compared to this, distribution systems based 
on a dc bus with a nominal voltage of 380V offer significant-
ly higher efficiency, improved reliability and reduced capital 
cost and floor space, cf. Fig. 1(b) [5]. Furthermore they allow 
a direct connection of lead acid batteries, consisting of 168 
cells connected in series, with a typical floating cell voltage 
of  ≈ 2.26 V, which results in a nominal bus voltage of 380 V. 
Accordingly, standards and components for dc distribution 
systems have been developed in recent years [6], [7].

Normally a boost-type power factor correction (PFC) 
stage is used to convert the 400 Vac mains into a dc voltage 
which is higher than the full-wave rectified ac input voltage, 
typically in the range of 700V to 800 V. A subsequent buck 
converter is then required to connect the PFC output to the 
dc distribution bus. (This configuration is also used for fast 
chargers of Electric Vehicle batteries which are powered 
from the three-phase ac mains [8].) As an alternative, a sin-
gle-stage conversion between the three-phase mains and a dc 
bus with lower voltage can be achieved with buck-type PFC 
converters, like the SWISS Rectifier, the six-switch buck 
rectifier or the Integrated Active Filter rectifier [9]-[12].

The circuit topology of the Integrated Active Filter (IAF) 
buck-type PFC rectifier, shown in Fig. 2, was first introduced 
in [13] for three-phase solar inverters. A similar circuit was 
also proposed for drive systems with small dc-link capac-
itors [14]. Three major blocks can be identified in the IAF 
rectifier’s schematic: an Input Voltage Selector (IVS) built of 
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Fig. 1.  Data center power distribution concepts: (a) Conventional 400 
Vac distribution, using an ac output Uninterruptible Power Supply (UPS). 
Similar concepts can be used with 480 Vac. (b) Facility level dc distribution 
system based on a 380 Vdc bus which allows a direct connection of backup 
batteries [4].
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a linecommutated full-wave diode rectifier Dkx, Dzk k ∈ {a, 
b, c}2 and three four-quadrant switches Skyk , a current injec-
tion circuit Sxy, Syz, Linj and a dc-dc buck converter Sx, Dz, Lo 
which provides the constant dc output voltage upn. Typically 
a small capacitor C'

f is required to ensure a valid conduction 
path during the commutation of Sxy, Syz and Sx. Note that the 
IVS switches and diodes are commutated at mains frequency 
only which implies that almost no switching losses occur in 
the IVS, therefore rectifier diodes Dkx, Dzk which are opti-
mized for a low forward voltage drop can be used.

For this paper the IAF buck-type PFC rectifier was select-
ed to demonstrate a cost-driven converter design approach, 
as only two line-commutated diodes Dkx, Dzk, and one power 
transistor Sx are in its main conduction path [9], [15]. Based 
on a short review of the IAF rectifier’s main properties in 
Section II and using the capital equivalent worth of energy 
together with component cost models, a non-isolated 8kW 
PFC rectifier is designed in Section III. This allows selecting 
cost optimal components such as semiconductors and in-
ductors achieving an economically optimal converter which 
minimizes life cycle cost, i.e. the sum of first cost of the con-
verter hardware and the cost of conversion losses during the 
service life. Measurements taken on a hardware prototype 
are presented in Section IV.

II. IntEGrAtEd ActIVE fIltEr Pfc rEctIfIEr

Simulation results for a 8kW IAF buck-type PFC rectifier 
(cf. Fig. 2) are shown in Fig. 3, for the system specifications 
given in Table I. For the IAF rectifier the current injection 
circuit and the buck converter can be analyzed, optimized 
and operated almost independently of each other. As the dc 
output is provided by the buck converter (Sx, Dz, Lo), the out-
put current io and voltage upn can be controlled independently 
of the injection circuit. This can be seen from the simulation 
results in Fig. 3: During ωt < 180° the current injection cir-
cuit is turned off, i.e. iinj = 0. As the buck converter creates a 
constant output current io it consumes constant power from 
the ac input. Hence non-sinusoidal ac input currents ia, b, c 
result and only two ac input phases ia, b, c conduct current at a 

time.

For ωt > 180° the injection circuit is used to create a cur-
rent iinj which is proportional to the voltage uyN,

(1)

where Î1 is the peak value of the rectifier’s ac input line 
current and Û1 is the ac phase-to-neutral voltage amplitude. 
This results in sinusoidal ac input currents as shown in Fig. 
3. A more detailed description of the modulation and control 
strategy can be found in [9], a brief description of the main 

TABLE I
conVErtEr sPEcIfIcAtIons

              Input Voltage (Line-to-Neutral)          U1 = 230 V rms
              Input Frequency          ω1 = 2π 50 Hz

              Switching Frequency          fs = 27 kHz

              Nominal Output Voltage          Upn = 400 V
              Nominal Output Power          Po = 8 kW

Fig. 3.  Simulation results for an IAF buck-type PFC rectifier as shown in 
Fig. 2, plotted are the ac input voltages ua, b, c, the IVS output voltages uxN, 
uyN and uzN, the buck stage duty cycle dx, the duty cycle dxy of switch Sxy, 
the output current io, the injection current iinj and the ac input currents ia, b, c,. 
During ωt < 180° the injection circuit is disabled (i.e. iinj = 0) which results 
in non-sinusoidal mains currents ia, b, c,.

Fig. 2.  Schematic of the Integrated Active Filter rectifier (IAF), using an 
Input Voltage Selector (IVS) commutated at mains frequency, combined 
with a buck converter providing the output current io and a current injection 
converter which serves as active harmonic filter for achieving sinusoidal ac 
input currents.
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components is given in the following.

A. Input Voltage Selector

As described above, the IAF rectifier uses an IVS, which 
connects each ac input phase a, b, c to either node x, y or z. 
This implies that the voltages uxN, uyN and uzN are piecewise 
sinusoidal, which allows to move the ac filter capacitors 
Ca, b, c from nodes a, b, c to nodes x, y, z as shown in Fig. 4. 
This shortens the commutation paths of the buck converter 
and the injection switches. Additionally the diode bridge 
currents ix and iz become continuous which reduces the con-
duction losses in the bridge diodes Dkx and Dzk and in the 
fourquadrant switches Skyk. The resulting rms current values 
can be calculated as

(2)

(3)

Assuming that MOSFETs are used as synchronous rectifiers, 
as shown in Fig. 4, the conduction losses are reduced by 
31% in the rectifier bridge and by 78% in the four-quadrant 
switches compared to the original circuit shown in Fig. 2 
[16].

Fig. 4.  Schematic of the IAF rectifier where the input filter capacitors have 
been moved from the ac side (a, b, c) of the IVS to its output side (x, y, z), 
which reduces the conduction losses [16]. The diodes Dkx, Dzk are replaced 
with SiC MOSFETs Sxk, Skz operating as synchronous rectifiers to further 
increase the efficiency. An interleaved buck converter with cells Sx1, Dz1 
and Sx2, Dz2 is used where Sx1 and Sx2 are controlled with 180° phase shifted 
PWM signals. This lowers the current ripple in i'x which leads to a lower 
voltage ripple at the input filter capacitors Cx, y, z. The buck converter output 
inductors are implemented as an inter-cell transformer (ICT) with closely 
coupled windings and a single output inductor Lo.

B. Buck Converter

It can be seen in Fig. 4 that the buck converter’s input is 
connected to uxz which is a six-pulse shaped voltage pro-
vided by the IVS’ rectifier bridge, cf. Fig. 3. Neglecting any 
voltage drops across the semiconductors and inductors, the 
dc output voltage upn can be expressed as

(4)

where Û1 is the ac phase-to-neutral voltage amplitude and m 
is the converter’s modulation index. Note that a small distor-
tion of the output current and the mains input currents occurs 
at every 60° sector of the ac input voltage, i.e. at the intersec-
tion of two phase voltages ua,b,c. This is most likely due to the 
switching frequency ripple of the filter capacitor voltages uxN, 
uyN, uzN as similar disturbances exist in the SWISS rectifier 
[16]. This voltage ripple is the result of the buck converter’s 
discontinuous input current i'x and could be reduced with 
larger Cx, y, z . However, as the capacitor voltages uxN, uyN, uzN 
are piecewise sinusoidal they generate reactive power which 
is typically limited to 5% to 10% of the converter’s active 
power rating.

C. Interleaved Buck Converter

In order to reduce the buck converter’s input current ripple 
and hence the mains input current distortions and the electro-
magnetic noise emission of the rectifier, an interleaved buck 
converter can be used, as shown in Fig. 4. By modulating the 
switches Sx1 and Sx2 with 180° phase shifted PWM signals 
the peak-to-peak ripple in i'x is reduced by approximately a 
factor of two and the ripple frequency is doubled due to can-
cellation of harmonics. 

The dc output filter of the interleaved buck converter can 
be implemented by a combination of an inter-cell transform-
er (ICT) with closely coupled windings and a single inductor 
instead of two separate inductors. Using ICTs for interleaved 
dc-dc converters has been extensively described in literature 
and has been shown to result in a reduction of the magnetic 
component’s volume, losses and weight [17]-[19].

In Fig. 5 the basic operating principle is shown for a duty 
cycle of dx = 0.75 and 180° phase shifted PWM signals. The 
two cells Sx1/Dz1 and Sx2/Dz2 produce the output voltages u1 
and u2 shown in Fig. 5(e). These can be transformed into the 
corresponding common-mode (cm) and differential-mode 
(dm) voltages ucm and udm , cf. Figs. 5(f)-(g)

(5)

(6)

By replacing the ICT with the equivalent circuit shown in 
Fig. 5(b) the circuit diagram Fig. 5(c) results, which can be 
decomposed into two uncoupled circuits as shown in Fig. 
5(d). It can be seen that the cm voltage ucm, which is applied 
to the dc output inductor Lo and the ICT’s leakage inductance 
Lσ, switches twice per switching frequency period and has a 
voltage step height of half the input voltage uxz.

Note that unbalances in the system, such as unequal on-
state resistances of the switches, duty cycle differences and 
mismatched PCB track resistances can lead to unbalanced 
ICT currents io1 ≠ io2. This results in a dc magnetization cur-
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rent of the ICT,

(7)

that could lead to a saturation of the core material. However, 
the dm voltage udm is applied to the ICT’s magnetizing in-
ductance Lm and can be used by an active control circuit to 
ensured an equal current sharing io1 ≈ io2 in the ICT windings. 
Strategies for active current balancing control in ICTs have 
been described in the literature [20]-[21].

III. lIfE cyclE cost bAsEd conVErtEr dEsIGn

The design of any power electronic converter is essential-
ly aiming for a best possible overall compromise of multiple 
trade-offs which result from couplings between different 
components concerning stresses and utilization. For example 
increasing the switching frequency reduces the peak-to-peak 
flux ripple of magnetic components which typically leads to 
smaller and/or more efficient components, but also increas-
es the switching losses of the semiconductors. This in turn 
requires a larger heat sink and which could overcompensate 
the volume reduction achieved in the magnetic components. 
Similar trade-offs also exist on the component level, e.g. 
increasing the number of turns in an inductor decreases the 
core losses at the expense of increased winding losses. Fur-

thermore even for a given fixed switching frequency multi-
ple combinations of volumes or sizes of the different com-
ponents can lead to similar power densities and efficiencies. 
Designing an optimal converter becomes even more chal-
lenging if more than a single circuit topology and/or several 
different core and winding materials are taken into account. 
Due to these tradeoffs a single optimal converter can typical-
ly not be found but rather a range of pareto optimal designs 
can be calculated which achieve e.g. the highest efficiency 
for a given power density and vice versa.

These trade-offs can be simplified by introducing a sin-
glevalued objective function such as life cycle cost (LCC). 
As described in [22] the capital equivalent worth of one watt 
of continuous dissipation can be used to select components 
in order to minimize the LCC of that component. Combined 
with cost models, the switching frequency, semiconductors 
and magnetic components are selected to achieve minimal 
life cycle cost for a given service life time assuming continu-
ous operation at rated power as will be shown in the follow-
ing for the IAF rectifier [23].

Given some basic economic parameters, such as interest 
and inflation rates, the capital-equivalent worth of a continu-
ously dissipated watt of ac power can be estimated. In 2008 
the authors of [22] estimated an average value of $14 per 
watt for the US market and 15 years of service life, which 
implies that up to $14 could be invested now in order to re-
duce the equipment’s power consumption by one watt over 
the next 15 years. Although the prices for electric power 
show a considerable geographical variation (approximately 
a factor of 5 in the US), the authors conclude that the cost of 
dissipation significantly overshadows the first cost for tele-
com power supplies.

A. Semiconductor Technology Comparison

An example calculation for the input voltage selector 
fullwave rectifier Dkx, Dzk / Sxk, Skz is shown in Fig. 6, where 

Fig. 6.  Comparison of life cycle cost for different implementations of the 
diode bridge rectifier Dkx, Dzk of the IVS with Irms = 8.1 A, Iavg = 4.6A (Po = 
8 kW) and a capital equivalent worth of EUR 0.12 per kWh [22]. Switching 
losses are neglected as the IVS commutates at twice the mains frequency 
only. It can be seen that the significantly higher first cost of a SiC MOSFET 
is compensated by the reduced conduction losses of the device achieving 
roughly the same life cycle cost as Si diodes and Si MOSFETs for run times 
of approximately ten years, assuming continuous operation at rated power.

Fig. 5.  Operating principle of an interleaved buck converter using a 
close-coupled inter-cell transformer (ICT). (a) shows the basic circuit dia-
gram, the switches are controlled with 180° phase shifted PWM signals as 
shown in (e). Replacing the ICT with the equivalent circuit of an non-ideal 
transformer as shown in (b) and separating voltages u1 and u2 into com-
mon-mode (cm) and differential-mode (dm) voltages, ucm and udm, yields the 
circuit shown in (c). It can be seen that ucm is applied to Lσ and Lo and can be 
used to control the output current io, while udm controls the ICT’s magne-
tizing current im as shown in (d).
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a capital equivalent worth of  γ = EUR 0.12 per kWh (ap-
proximately USD 0.13 at time of publication) is assumed. 
Neglecting switching losses in the IVS, the device losses can 
be directly determined from the rms and average currents 
found by numerical simulation, resulting in Irms = 8.1A and Iavg 
= 4.6A for an 8kW system. Assuming a service life time of 10 
years or more, a SiC MOSFET with a high initial cost of ap-
proximately EUR 30 and low on state resistance achieves the 
same or lower life cycle cost than conventional Si diodes with 
an initial cost of EUR 2.6. The same holds for a parallel con-
nection of two Si MOSFETs with a first cost of approximately 
EUR 8. Note that all devices are operated far below their ther-
mal limits, e.g. 1.7W of conduction losses result for the SiC 
MOSFTEs, ≈ 4W for the Si diodes and Si MOSFETs while 
all devices are rated for more than 100W of continuous pow-
er dissipation.

B. Semiconductors without Switching Losses

The calculation shown in Fig. 6 is based on a selection of 
standard semiconductor devices which might not achieve the 
lowest possible LCC. Using more than one device in parallel 
reduces the total on-state resistance Rds,on of MOSFETs or the 
(differential) bulk resistances rb of diodes which lowers the 
conduction losses. This reduces the cost of dissipation during 
system operation, but increases the first cost as more devices 
are used, which implies that the resulting LCC is a function 
of the number n of devices used in parallel. For a MOSFET, 
continuously conducting the current Irms for the run time tr , 
without switching losses the corresponding LCC Ʌ  can be 
expressed as

(8)

where σM is the cost of a single MOSFET with an onstate 
resistance Rds,on. A plot of the resulting values for tr=10 years, 

Rds,on=96mΩ and σM = EUR 7.14 is shown in Fig. 7. For a 
given tr the optimal number of devices nopt , which achieves 
minimal life cycle cost, can be derived by minimizing (8) 
with respect to n as

(9)

(10)

(11)

Note that a certain minimum nmin exists due to the thermal 
limits of the device and the cooling system as indicated in 
Fig. 7. However, even for short run times of tr ≈ 1 year the 
optimal n is typically larger than nmin.

This optimization can be extended from MOSEFTs to 
diodes modeled by a constant forward voltage drop Uf con-
nected in series with a (differential) bulk resistance rb as

(12)

In this case nopt does not depend on Uf , however the losses 
and hence the cost of dissipation Γ increases. An example 
calculation for different run times is shown in Fig. 8 where a 
96mΩ SiC MOSFET and Si diode with Uf = 0.74A and rb = 
4mΩ are considered as unit elements. For both, MOSFETs 
and diodes the optimal n increases proportional to    tr , how-
ever for Si diodes the resulting losses show little variation 
due to Uf. As the first cost of the considered diode is ≈ 6 

Fig. 7.  First cost, cost of dissipated energy and life cycle cost (LCC) as 
a function of the number of devices connected in parallel for the rectifier 
bridge Sxk, Skz at nominal operation with Irms = 8.1A (Po = 8 kW). A SiC 
MOSFET with Rds,on = 96mΩ and a cost of EUR 7.14 is considered as unit 
device together with a capital equivalent worth of γ = EUR 0.12 per kWh 
and a run time of tr = 10 years.
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Fig. 8.  Optimization results for Si Diodes and SiC MOSFETs showing the 
optimal (lowest LCC) number of parallel devices, resulting device losses, 
first and life cycle cost as a function of the run time tr in years. The same 
parameters as in Fig. 7 are used.
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times lower than the MOSFET’s the Si diodes achieves low-
er LCC for small tr while the SiC MOSFET achieves lower 
LCC for tr ≥12.5 years.

C. Device Selection

So far n has been assumed as a real number which has 
to be rounded to the next integer or to the next Rds,on value 
available from the device manufacturer. This leads to a 
suboptimal LCC, but it can seen in Fig. 7 that  Ʌ(n) is flat 
around the optimum. If a certain allowed increase α in LCC 
is assumed, a resulting lower and upper bound (nl, nu) for 
permissible values of n can be calculated using (8) as

(13)

(14)

To derive the required granularity of n the ratio rn of nu and 
nl can be calculated,

(15)

which does not depend on any device specific parameters in 
(8) and results in a value of 2.43 for α = 0.1 (also shown in 
Fig. 7). This implies that the achievable LCC is at most 10% 
higher than the theoretical optimum if the ratio between two 
consecutive Rds,on values of the available devices is 2.4 or 
less.

D. Including Switching Losses

In the derivation (9), which gives the LCC optimal num-
ber of device, it was assumed that switching losses can be 
neglected which is typically not the case for the half bridge 
Sxy, Syz used in the current injection circuit. The calculation 
can be extended by fitting a second order polynomial to 
measured hard switching losses (turn-on and turn-off) for the 
switched voltage,

(16)

where Isw is the switched current. Switching losses measured 
in [23] for a half bridge of two C2M0080120 SiC MOSFETs 
and 600V dc link voltage at various Isw are shown in Fig. 
9 together with a second order polynomial fitted by least 
squares regression. If n devices are used in parallel, equal 
current sharing is assumed and the switching frequency cur-
rent ripple in the output current can be neglected the total 
switching losses can then be calculated as

(17)

where Isw , avg and Isw , rms are the average and rms values of the 
switched current over one mains voltage period. It can be 
seen that the terms in (17) have the same dependency on 
n as those in (8) which implies that the optimal number of 
devices which achieves minimal LCC for a given fsw can be 
calculated as

(18)

The resulting nopt, first cost ∑opt and LCC  Ʌopt for the injec-
tion switches Sxy, Syz are shown as function of the switching 
frequency fsw in Fig. 10. It can be seen that nopt and therefore 
∑opt decrease with fsw while the cost of dissipation Γ increas-
es, mainly due to the switching losses.

E. Magnetic Components

The dimensioning of magnetic components is performed 

Fig. 10.  Life cycle cost   and optimal number of MOSFETs in parallel nopt 
for a half bridge built with C2M0080120 devices for the injection Switch-
es Sxy and Syz with an rms current Irms = Isw, rms = 4.7A and an average 
switched current of Isw , avg = 4.1A as a function of the switching frequency 
for tr = 10 years.

Fig. 9.  Sum of turn-on and turn-off losses Esw measured in [23] as a 
function of the switched current Isw for a half bridge of C2M0080120 SiC 
MOSFETs with 600V dc link voltage at 25 °C. Additionally a second order 
polynomial function fitted by least squares regression is shown and the fit-
ted parameters are given in the legend.
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with a similar algorithm, but unlike for semiconductor de-
vices analytical solutions can typically not be found. For 
a given fsw the current and voltage stresses created by the 
converter can be determined and for a selected core material, 
shape and size the optimal number of turns, which minimiz-
es the sum of core and winding losses, can be determined by 
numerical optimization methods. Using the losses and cost 
models for core and winding materials the inductor’s LCC 
is calculated, which allows the selection of an optimal core 
size achieving minimal LCC for the given fsw and tr .

F. Optimal Switching Frequency Selection

Once the optimal LCC of semiconductors and magnetic 
components has been calculated as a function of fsw these 
can be added in order to select a switching frequency which 
achieves the lowest total LCC. An example calculation for 
the injection circuit with the switches Sxy, Syz and the inductor 
Linj is shown in Fig. 11, where it can be seen that the induc-
tor’s first cost ∑Linj and cost of dissipation ΓLinj and hence its 
LCC decrease with increasing fsw as opposed to the increas-
ing LCC of the semiconductors, resulting in an optimal fsw . 
A total run time of tr = 10 years is assumed in this example.

G. Global Optimization Algorithm

In a final step the algorithm outlined above can be extended 
to include the entire rectifier to determine the optimal fsw and all 
optimal component sizes by minimizing the systems LCC

(19)

The design procedure sweeps over all relevant switching  
frequencies fsw and considered run times tr , where for each 
tupel (fsw , tr) and all components k (e.g. switches, inductors, 
etc.) of the system an optimal relative size nk,opt can be de-
termined which achieves minimal LCC Ʌ k,opt for component 
k. This implies that all components can be designed inde-
pendently of each other which simplifies the optimization 
procedure. Once all components have been selected, their 

life cycle costs can be summed up which yields the system’s 
LCC for the considered (fsw , tr) : Once all designs have been 
calculated the switching frequency achieving lowest overall 
LCC is selected for each tr considered in the analysis.

H. Auxiliary Components

The losses, volumes and costs of other components, such 
as gate drive circuits, DSP/FPGA, capacitors, PCBs, heat 
sinks, fans, EMI filter, etc have to be considered as well. 
While their contribution to the overall converter volume, and 
LCC can be significant, they are almost independent of the 
design point in the considered application. Therefore these 
auxiliary components have been considered in the design but 
were not part of the optimization.

I. Optimization Results

Fig. 12 shows the achievable minimal LCC  Ʌsys,opt(tr) and 
the resulting first cost ∑sys,opt(tr) as a function of run time 
calculated by the optimization outlined above. It can be seen 
that the first cost of the optimal systems is less than 30% of 
the total life cycle cost for a run time of 10 years or more. 
Furthermore, the LCC is comparable for all three core ma-
terials considered in the optimization. Designs using amor-
phous cores are expected to have slightly higher LCC than 
systems with nanocrystalline or ferrite cores, which is due to 
the higher core losses of amorphous materials.

However, the volumes and switching frequencies of the 
designed converters differ significantly as shown in Fig. 
13; the resulting efficiency as function of tr is shown in Fig. 
14. For short run times ( ≤ 2 years) converters with high 
switching frequencies and high power densities achieve min-
imal LCC as opposed to long run times ( ≥10 years) where 
designs with approximately half the switching frequency, 
twice the volume and half the losses result. Furthermore, 
these results show that very high efficiencies of up to 99% 
are economically feasible with available state-of-the-art SiC 

Fig. 11.  Example showing the selection of a switching frequency fsw which 
achieves the lowest sum of LCCs for the injection switches Sxy, Syz and the 
corresponding inductor Linj for tr = 10 years, not considering any other com-
ponents of the rectifier.

Fig. 12.  Minimal achievable LCC and according first cost of optimal converter 
designs as a function of run time for different inductor core materials. It can be 
seen that for a run time of ten years, the first cost is < 30% of the total life cycle 
cost. The optimization results in similar first costs for all three core materials, 
however the life cycle cost of designs with ferrite and nanocrystalline inductors 
is slightly lower compared to solutions with amorphous cores.
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switches and core materials. Note that three-phase rectifiers 
based on Si and SiC MOSFETS with slightly lower efficien-

cies have been reported in the literature [24], [25], however 
without considering cost.

J. Selected Design

Based on the numerical optimization results the design 
point with tr = 10 years,  fsw = 27 kHz, a power density of 4.0 
kWdm-3 and an efficiency of 99% was selected to implement 
a hardware prototype. FINEMET nanocrystalline cores with 
helical windings (cf. Fig. 15) are used as they achieve con-
siderably higher power density compared to designs based on 
ferrite. Detailed results of the optimization are shown in Fig. 
16: for systems with a run time of 10 years or more, it can be 
seen that the semiconductors and heat sinks contribute about 
half of the first cost, life cycle cost and losses, but only about 
10% to 20% of the total volume. Furthermore, the auxiliary 
components, such as PCBs, gate drivers, FPGA/DSP etc. 
have a significant contribution to both first cost and life cy-
cle cost which implies that they cannot be neglected in the 
design process.

Fig. 16.  Spline interpolated results of the numerical optimization (markers) for the semiconductors (incl. heatsinks), magnetics and remaining components 
(e.g. fans, gate drivers, PCBs, DSP/FPGA, capacitors, EMI filter) of the circuit shown in Fig. 4. Nanocrystalline cores with helical windings are used for all 
magnetic components as they offer the best performance in this case, cf. Fig. 13. Plot (a) shows the optimal LCC Ʌ (tr), (b) shows the corresponding optimal 
first cost ∑(tr), (c) the losses occurring in the components and (d) their boxed volume. It can be seen that the semiconductors contribute about half of the first 
cost and losses and hence the life cycle cost, but only ≈ 10% to 20% of the total converter volume.

Fig. 13.  Optimization results showing power density, efficiency and switch-
ing frequency fsw of designs achieving minimal LCC for different run times 
and inductor core materials of ICT, Linj and Lo .

Fig. 14.  Calculated efficiencies of life cycle cost optimal converter designs 
for different run times and core materials. Fig. 15. Picture of Linj and Lo, implemented using nanocrystalline C cores 

and helical windings. A boxed volume of 88 cm3 and 249 cm3 results for the 
two inductors. The specifications and parameters of the implemented induc-
tors are given in Table II.
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IV. hArdwArE PrototyPE

Using the optimization results presented in the previous 
chapter, an 8 kW, prototype IAF rectifier with a switching 
frequency of fsw = 27 kHz, according to the specifications 
given in Table I, was implemented. A picture of the hardware 
is shown in Fig. 17 and its main components are listed in Ta-
ble II.

A more detailed distribution of the calculated component 
losses for the implemented prototype at nominal operating 
conditions and the corresponding component volumes are 
shown in Fig. 18. About 50% of the total losses occur in the 
semiconductors. Core and winding losses in the main mag-
netic components Lo , ICT and Linj account for ≈ 22% of the 
total losses. The remaining 28% occur in the EMI filter, the 
PCB tracks, and other elements such as fans, gate drivers, 

FPGA, current sensors etc. Measurement results of the pro-
totype converter are presented in the following.

A. AC Input Currents

In Fig. 19 measurement results of the prototype rectifier 
operated at full load and nominal input voltage are shown.  
Sinusoidal input currents with slight distortions at the mains 
voltage sector boundaries result as expected from simula-

Fig. 17.  Picture of the hardware prototype, measuring 220mm x 118mm x 
77mm (8.66 in x 4.65 in x 3.03 in). This results in a power density of 4.0 
kWdm-3 (65W in-3).

TABLE II
comPonEnts usEd In thE hArdwArE PrototyPE

Linj ICT Lo

Core
Wire
Turns
Inductance
Volume
Losses

F3CC-6.3
1 x 4 mm
52
750 μH
88 cm3

4.8 W

F3CC-25
1 x 6 mm
36:36
3 mH
245 cm3

6.7 W

F3CC25
2.4 x 6 mm
30
300 μH
249 cm3

5.5 W
Sxk, Skx

Skyk

Sxy, Syz

Sx1, Sx2

Dz1, Dz2

C2M0025120
C2M0080120
C2M0080120
C2M0025120
C4D40120D

Ploss = 1.7 W
Ploss = 0.8 W
Ploss = 2.3 W
Ploss = 6.3 W
Ploss = 2.7 W
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Fig. 20.  Total harmonic distortion (THD) values of the rectifier’s mains in-
put line currents as a function of output power for nominal input and output 
voltages, measured using a Yokogawa WT 3000 power analyzer.

Fig. 19.  Measurement results with the converter operating at nominal con-
ditions and full output power, i.e. P = 8 kW, U1 = 230 Vrms and Upn = 400 
V. Note that phase quantities a and c were measured directly, phase b was 
recreated numerically as ub = —ua—uc and ib = —ia—ic.

Fig. 18. The calculated distribution of losses for the selected design point at 
nominal operation is shown in (a), the corresponding component volumes 
are shown in (b). Category other includes fans, gate drivers, FPGA, ADCs, 
current sensors, auxiliary supply, etc.
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tion. The measured total harmonic distortion of the mains 
input currents as a function of the dc output power is shown 
in Fig. 20.

B. Efficiency

A comparison of the rectifier’s calculated and measured 
efficiency as a function of dc output power is shown in Fig. 
21. The solid lines show the calculated efficiency for 400V 
and 380V output voltage, while the round and triangular 
markers show measurements taken with a Yokogawa WT 
3000 power analyzer. Additionally three efficiency measure-
ments were taken based on a direct measurement of the con-
verter’s losses using a calorimeter which closely match the 
values obtained by the electrical measurement.

Fig. 21.  Comparison of measured and calculated converter efficiencies for 
two different dc output voltages Upn. The electrical efficiency measurements 
were performed with a Yokogawa WT 3000 power analyzer. For Upn = 400V 
additional measurements were done using a calorimeter. All measurements 
were taken at nominal ac input voltage U1 = 230Vrms and an ambient tem-
perature of 30 degrees C.

C. ICT Current Balance

As written in Section II-C unsymmetries in the interleaved 

buck converter lead to an unbalance of the ICT currents 
io1 and io2 which create a dc offset in the ICT’s magnetiz-
ing current im. Measurement results of the buck converter 
output voltages uDz1, uDz2, the ICT currents and the derived 
magnetizing current are shown in Fig. 22. Note that no active 
controller was used to balance io1 and io2, resulting in a peak 
magnetizing current of 0.73A and average value of 0.42 A. This 
corresponds to a peak core flux density of ≈ 460mT which is far 
below the core material’s saturation flux density of 1.2 T.

D. Conducted EMI

A two stage EMI filter with a reactive power consumption 
of ≈ 4% of the rectifiers output power rating has been imple-
mented. Its structure is shown in Fig. 23 and the values of all 
components are listed in Table III. However, a detailed anal-
ysis of the filter and of its design process is out of the scope 

Fig. 22.  Measurement of the interleaved buck converter output voltages 
uDz1 and uDz2, the ICT currents io1 and io2 and the calculated ICT magnetiz-
ing current im for converter operation with nominal power at ωt ≈ 0°, i.e. at the 
peak of the six-pulse voltage uxz (cf. Fig. 3) with a peak value of im , max = 0.73 A.

Fig. 23.  Schematic of the implemented EMI filter with two combined CM/
DM filter stages Lf , 1 , Cf , 1 and Lf , 2 , Cf , 2 at the ac input and an additional 
CM filter stage Lcm, Ccm at the dc output. The component values used in the 
prorotype are listed in Table III.

TABLE III
EmI fIltEr comPonEnts

Cxyz

Lf,1

Cf,1

Lf,2

Cf,2

Cd

Rd

CPE

Lcm

Ccm

4.4 μF
22 μH
2.3 μF
15 μH
1.4 μF
0.9 μF
4.7 Ω
47 nF

≈ 200 μH
130 nF

2 x 2.2 μF Epcos B32923, X2 in parallel
PQ26/25, 10 turns, 1 x 4mm wire
5 x 470 nF Epcos B32922, X2 in parallel
Würth Elektronik 7443641500
3 x 470 nF Epcos B32922, X2 in parallel
2 x 470 nF Epcos B32922, X2 in parallel
4 x 1W 1218 SMD Thick Film resistors
Epcos B3202, Y2, connected to case
Vacuumschmelze W424, 5 turns, 2.5mm wire
4 x 33 nF MLCC in parallel

Fig. 24.  Measured quasi-peak conducted EMI noise emission and corre-
sponding CISPR11 class B limit for the 150 kHz to 30 MHz range with a 
bandwith of 9 kHz, measured in 4 kHz steps.
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of this paper. Measurement results of the conducted EMI 
noise spectrum, using the quasi-peak detector, are shown in 
Fig. 24 together with the CISPR11 class B limit for the 150 
kHz to 30MHz range.

V. conclusIon

This paper describes a life cycle cost driven optimization 
process were not only the first cost of a converter, but also 
the capital equivalent worth of the energy dissipated during 
the system’s service life is considered. This allows the se-
lection of optimal components, such as switches, inductors, 
transformers, etc., which achieve minimal cost for a given 
application, run time and switching frequency. By sweeping 
over a range of suitable switching frequencies a cost optimal 
converter system can then be found.

As an example an 8kW buck-type three-phase interleaved In-
tegrated Active Filter rectifier for 380V dc distribution systems 
in data center and telecommunication applications is designed. 
Using state-of-the-art SiC MOSFETs and nanocrystalline cores 
a design with a power density of 4kWdm-3

 and an efficiency of 
99% results. Measurement results taken on a hardware proto-
type verify the validity of the employed models.

However, the cost driven optimization process is not only 
useful for data center applications with continuous operation, 
but could also be used in other applications were the sys-
tem operates only for a relatively short period of time. For 
example in an on-board charger of a plug-in hybrid vehicle, 
which is used only once or twice a day for 1 to 2 hours, the 
first cost. Similarly the cost of weight and volume is expect-
ed to have significant impact on power electronic systems 
in aircraft, where weight has an impact on the vehicle’s fuel 
consumption and hence on the life cycle cost. This is expect-
ed to lead to cost optimal systems with a higher switching 
frequency, higher power density and lower efficiency. In 
such cases an equivalent first cost, including weight and/or 
volume and the cost of conversion losses can still be used to 
compare, optimize and select components, circuit topologies 
and converter systems achieving minimal life cycle cost.
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Latest Advances of LLC Converters in High 
Current, Fast Dynamic Response, and Wide 

Voltage Range Applications
Yang Chen and Yan-Fei Liu

Abstract—LLC converter has been the simplest topology since 
long to achieve soft switching and overall the highest performance 
within small form factor at converter level. This paper discusses 
the latest advances of LLC converter from the perspective of to-
pology and control. The technology ranges from high current, fast 
dynamic response to wide operational voltage range. The applica-
tion mainly falls in the scope of server and data center, and may 
also cover telecom, PV, battery charging, etc.

Index Terms—LLC, review, survey, current sharing, multi-
phase, interleave, phase shedding, passive impedance match, 
SR drive, fast dynamic, current mode control, current sensing, 
wide voltage range, hold up, high voltage gain.

I. IntroductIon

AFTER being invented for decades, LLC converter is 
proved as an excellent vehicle of power conversion. From 

the perspective of both topology and design, LLC converter 
is perhaps the simplest way to achieve ZVS on the prima-
ry switches (mostly MOSFETs) and ZCS on the rectifiers 
(eventually diodes), which respectively removes the turn on 
loss and the reverse recovery loss – two most urgent losses 
related to switching frequency. Thus, the gap ahead of the 
hard switching topologies is widened when the switching 
frequency gets higher. Yet the improvement and develop-
ment is still undergoing to reform LLC converter to best fit 
the industry and consumer needs in different applications. 

Among the various applications that LLC converter has 
significantly impacted, including the server and data center, 
telecom, PV, battery charging, etc., data center power system 
raises the most concern and research interest due to the exist-
ing scale of power assumption as well as the ever-increasing 
demand [1]. The latest survey has found that data centers 
consumed around 1.5% of the 270 terawatt-hours electricity 
usage in 2012, globally [2]. The percentage is even higher 
for the US at 2.2%. Additionally, the energy cost of power-
ing a typical data centers is doubled every five years [3]. It is 
estimated that the data center alone will consume 10% of the 
total electricity by 2020 [4]. Thus, large savings of electricity 
bill can be made by improving the efficiency and perfor-

mance of the power conversion inside the data center power 
system.

Wide band gap devices have made undeniable contribu-
tion to the advances of power converters in achieving high 
efficiency, high power density and potentially low cost when 
the technology becomes mature. The evolving topology and 
control is another propulsive force on the other wing. In 
this paper, the latest technologies of LLC converters in high 
current, fast dynamic response and wide voltage range appli-
cations will be discussed from the perspective of improving 
the topology and control.

The organization of this paper is as follows. Section II will 
discuss the performance of multiphase LLC converters and 
accurate driving for synchronous rectifiers. Section III will 
discuss technologies related to current mode control and 
other high level control of LLC converters to achieve fast 
dynamic response. Section IV will discuss the improving 
methods of LLC converter to meet the demands of holdup 
and wide voltage range operations. The paper will be con-
cluded in Section V.

II. tEchnoloGIEs for hIGh currEnt APPlIcAtIon

It is generally believed that 100 W to 1 kW is the preferred 
power range for LLC converter. For lower power, which 
further emphasizes the simple structure and low cost, to-
pologies like Flyback is dominant. For high power/current 
applications, the design becomes difficult for LLC converter. 
High current ripple causes high loss on the capacitor filter. 
And large capacitor value is needed to meet the voltage 
ripple requirement. Besides, the package inductance of the 
synchronous rectifiers (SR) introduces volt-level voltage de-
viation at 50 A, 500 kHz level, which could easily trick the 
voltage-based gate drivers with improper timing. The layout 
of SRs is also difficult to achieve balanced loops and thermal 
performance.

A. Multiphase and Current Sharing

The issues come with the high output current could be 
solved by either splitting the single power train into multiple 
paralleled phases inside the module, or paralleling multiple 
phases/modules. Either way will reduce the power that each 
LLC phase should deal with. It should be noted that this 
conclusion is drawn with the assumption that current sharing 
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among phases is achieved.
As an example of the split phases within single converter, 

[5] demonstrates a 1 kW 1MHz LLC converter with four 
phases. The conventional single transformer is separated into 
four small transformers. So, on the secondary side, the pow-
er train is split into four phases in parallel, with each phase 
dealing with a quarter of the total load power. As the primary 
windings are connected in series, the load current of the four 
phases are naturally balanced. Another highlight of this struc-
ture is that the connection point of the multiple phases could 
be designed at the DC side, so that the terminal loss/winding 
loss generated by the high frequency AC current is reduced. 
Similarly, 1.5% of efficiency increase is achieved by using 
eight phases [6]. 

B. Interleaving

Interleaving between phases is a desired feature on top of 
current sharing. The output capacitor currents stress as well 
as the capacitor value could be reduced at the same time. 
Such techniques that improve the performance and reduce 
the cost are most welcome to the industry. To achieve in-
terleaving, the switching frequency of each phases must be 
same so to avoid beat frequency components. The primary 
switches must operate with 90° (180°/2) phase shift for two 
phases interleaving, and 60° (180°/3) for three phases inter-
leaving, and so on.

The topology introduced in [7] is a straightforward demon-
stration of an interleaved two phase LLC converter. The input 
voltage is split by two capacitors and fed to the two phases 
in series. The output side of the two phases are connected in 
parallel. With this simple structure, if one phase has higher 
voltage gain, then that phase will provide more power to 
compensate the gain difference. Thus, the input capacitor of 
that phase will discharge more, so the input voltage of that 
phase will reduce, and the power transferred by that phase 
will also reduce. This intrinsic negative feedback generally 
provides good current sharing, but cannot fully remove the 
load current difference.

The source of the unbalanced load current is the differ-
ent voltage gains between phases at given quiescent point, 
which is caused by the resonant components’ tolerances. 
By employing the switch controlled capacitor (SCC), the 
equivalent resonant capacitor value can be controlled so to 
compensate the component tolerances, and thus the voltage 
gain difference [8], [9]. Besides, the switches always achieve 
ZVS, which maintains the attractiveness at high frequency 
applications. Fig. 1 shows the structure and waveform of a 
half wave SCC circuit. The equivalent capacitor value could 
be found as in (1).

   (1) 

Fig. 2 shows the topology of the two-phase SCC LLC 
converter. The primary switches operate with same switching 
frequency while out of phase for interleaving, by which the 

output voltage ripple is reduced by 4 times. The SCCs can 
actively compensate voltage gains at different frequencies, 
which enables accurate current sharing performance through-
out the load range. It is worth mentioning that the switches 
of SCC are ground referenced, and of small footprint. 60 V/2 
A MOSFETs could be used in 600 W application. Besides, 
the SCC LLC converter is able to achieve phase shedding. 
Thus, the light load efficiency is significantly higher than its 
counterparts. 

Fig. 2.  Two-phase SCC LLC converter.

C. Current Sharing with Passive Impedance Matching

Paralleling multiple modules/phases directly at both the 
input side and output side are more common and practical in 
centralized load applications. During installation and fault, 
power modules could be easily cut in and out with hot swap 
setup. Conventional multiphase LLC converter regulates the 
output voltage and phase current with a current loop. The 
different frequencies for different phases would inevitably 
introduce the beat frequency ripple, and force great duty on 
the EMI filter. Improved methods like [7]-[13] remove most 
of the drawbacks but still needs the sensing and control. 
Comparing with these active current sharing methods, pas-
sive current sharing topologies benefits both the end user and 
the designer with low cost and extreme simplicity.

Fig. 3 shows the common inductor two-phase LLC con-
verter as an example of the passive current sharing method [14], 
[15]. As compared to the conventional two-phase LLC con-
verter, only a wire is added at no cost. The primary switches 
of the two phase operate at the same frequency to regulate 
the output voltage and total load current, just like conven-
tional single phase LLC converter. 

The current sharing ability is achieved by the common 

Fig. 1.  Structure and waveforms of half-wave SCC circuit.
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inductor of the two phases, thus no additional phase current 
sensing or control. In conventional two-phase LLC convert-
er without the current loop, the input square wave voltage is 
the same, and the transformer primary side could be viewed 
as a constant voltage source, which is also same for the two 
phases. Thus, the phase current is determined by the com-
bined impedance of the resonant inductor and the resonant 
capacitor, which is close to zero around resonant frequency. 
Thus, a small tolerance on the components will cause very 
large difference. For the common inductor LLC converter, 
however, the phase current is determined by the resonant 
capacitor alone, as the inductor is shared by both phases. 
Consequently, the current of respective phase is nearly pro-
portional to the capacitors’ tolerance, which usually under 
5%. This is a perceptual understanding of the current sharing 
mechanism for common inductor LLC converters.

A more detailed explanation of the current sharing mech-
anism could be found in Fig. 4, in which the common induc-
tor is equivalent to four components – one virtual inductor 
plus one virtual resistor for each phase [16]-[18]. 

Fig. 4.  Common inductor and the its equivalent model with virtual open 
and virtual short.

In the equivalent model, the virtual inductor and virtual re-
sistor tanks of respective phases are independent (virtual open), 
which means there is no current commutation between 
phases. Also, the voltage cross each virtual inductor and vir-
tual resistor tank is the same as that of the common inductor, 
thus the tanks are also virtual short. 

At given switching frequency, (2) must hold true. Solving 
(2), one can find that the two virtual resistors are always of 
opposite sign. Whichever phase bears heavier load will have 
a positive virtual resistor, and the phase with lighter load will 
have a negative resistor. These two virtual resistors are the 
key to current sharing performance, as they enable a natural 
negative feedback – the positive resistor will decrease the 
power of the phase with heavy load, while the negative re-
sistor will increase the power of the other phase with lighter 

load.

    (2)

Fig. 5 shows the current sharing performance of the com-
mon inductor LLC converter. The two phases’ current have 
less than 1% difference at heavy load. At light load, although 
phase shedding will be used in practice, the current sharing 
performance maintain as high.

 

Fig. 5.  Resonant current RMS value and the current sharing error.

Common capacitor LLC converter has also been verified to 
achieve good current sharing performance [19], [20]. In addi-
tion to LLC converter, the passive impedance matching meth-
ods can also be applied to other resonant converters. More 
research can be done in this area. 

TABLE I summarizes the features of different multiphase 
technologies in the high current applications.

D. Accurate Synchronous Rectifier Driving

The driving of synchronous rectifier is a well-known dif-
ficulty for not only LLC converters but also many other to-
pologies, such as Flyback. Historically, many methods have 
been tried. Current-based methods which need current sensing 
transformers gradually lose the attractiveness due to the com-
plexity and extra loss [21]-[25]. Currently, the mainstream is 
the voltage-based methods that detect the voltage across the 
drain and source of the SR to generate the driving signal. 

The basic idea of the voltage-based method is to turn on the 
SR when vDS equals to the body diode conducting voltage, and 
turn off the SR when vDS comes back to zero. This holds true if 
only Rdson is considered. However, in practice, the package and 
PCB track inductances will also introduce a voltage of same 
scale if not larger, which makes the vDS no longer an accurate 
trigger, more specifically an early trigger for turn off [26]-[28].

To obtain the accurate current information in the SR, sev-
eral methods borrowed the knowledge from the conventional 
DCR meter, which is used to measure the DC resistor of an in-
ductor. An elegant example of this method is the zero-crossing 
noise (ZCN) filter which added three passive components to 
achieve accurate turn on/off timing as well as diode switching 

Fig. 3.  Common inductor two-phase LLC converter.
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noise filtering [29], [30]. Fig. 6 shows the circuit of the ZCN 
filter.

During turn on, Cfilter discharges through Dfilter together 
with Coss, thus there is not delay at turn on. Besides, the ring-
ing of the parasitic inductors and Coss can be filtered during 
the diode switching, which avoids false turn on. During turn 
off, Cfilter will be charged through Rfilter, so that a delay is created 
to compensate the early zero-crossing voltage created by the 
parasitic inductors. Very accurate timing could be achieved if 
the filter is designed so that (3) holds.

    (3)

The ZCN filter can capture accurate switching time for SR 
in both transient and steady state, despite of the load current. 
The efficiency of a 600 W LLC converter could be improved 
by 0.8% as compared to conventional SR driving at basically 
no cost. This ZCN filter can also be applied to Flyback con-
verter.

III. tEchnoloGIEs for fAst dynAmIc rEsPonsE

At different operation points, the LLC open-loop transfer 
functions vary between first order system and secondary 
order system, which makes the compensation difficult to op-
timize, hence a slow dynamic response in general.

From the experience with Buck converters, current-mode 
control is expected to improve the dynamic response. Dif-
ferent from Buck converters’ current sensing, LLC converter 
has non-linear current shape, which is a time-domain super-
position of trigonometric and triangular waveforms. Thus, 
the instantaneous input power cannot be easily extracted 
from the peak current or other instantaneous current values.

A. Cycle-by-Cycle Average Current Sensing 

The average current-mode control senses the average reso-
nant current using a current transformer and low pass filter. The 
compensator design is simplified as compared to voltage-mode 
control. However, the bandwidth is cannot be improved due 
to the low pass filter in the current sensing circuit. Besides, the 
conventional sensing method is not suitable for multiphase 
LLC converters that requires current sharing, because shared 
average current in the primary side does not necessarily 
guarantee good load current sharing.

Inspired by trajectory control, which reveals the relation-
ship between resonant capacitor voltage and output current at 
the resonant frequency, cycle-by-cycle average current sensing 
method can accurately calculate the input charge at arbitrary 
switching frequency, based on the capacitor voltage at the turn 
off instant of the primary switches [31]. The relationship of the 
input charge and capacitor voltage is illustrated in Fig. 7.

 

Fig. 7.  Relationship of input charge and resonant capacitor voltage.

Taking advantage of the symmetry of resonant capacitor 
voltage, only one sensing is needed for each cycle to obtain 
the average current value. For half bridge LLC converter, 
the equation of the input average current is shown as in (4). 
Similar equation could be developed for full bridge LLC 
converter.

    (4)

TABLE II shows the comparison of the calculated input 
power and the measured data. As can be observed, the cy-
cle-by-cycle current sensing method is very accurate, despite 

TABLE I
comPArIson of dIffErEnt multIPhAsE tEchnoloGIEs

Technology Current Sharing Cost Complexity Interleaving Phase Shedding

in-module multiphase Good Low High No No

split capacitor multiphase Modest Modest Low Yes No

SCC multiphase Excellent Modest High Yes Yes

conventional with current loop Excellent Modest High No Yes
passive impedance matching Good Low Low No Yes

Fig. 6.  The ZCN filter for SR accurate driving.
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the load current value.
Other than current-mode control, the cycle-by-cycle aver-

age current sensing method can also be used to achieve cur-
rent sharing for multiphase LLC converter. As the reference 
is the input charge/power rather than the resonant tank cur-
rent, the current sharing performance is significantly better 
than the conventional current sensing method with current 
transformer. Fig. 8 shows the simulation comparison of the 
conventional method and the cycle-by-cycle average current 
sensing method.

Fig. 8.  Current sharing performance comparsion of conventional and cy-
cle-by-cycle average current sensing.

B. Bang Bang Charge Control for Fast Dynamic Response

As commented previously, both voltage-mode control and 
conventional average current-mode control suffers from poor 
dynamic response performance.

The optimal trajectory control based on state-plane analysis 
can achieve very fast dynamic performance for series resonant 
converter [32]. However, when it comes to LLC converter, the 
extra state variable greatly increase the complexity. If fixed at 
resonant frequency, the simplified trajectory control can still 
achieve very fast dynamic performance [33]. In general, the 
trajectory based control requires inductor current and load 
current sensing, which could be complicated and lossy.

Bang Bang Charge Control (BBCC) only need to sense 
the resonant capacitor voltage, based on which the turn off 
timing of the primary switches is determined. The input 
power of each cycle can be then controlled directly. Thus, 
very fast dynamic response is achieved without complicated 
sensing or performance degradation [34]. 

The operation of LLC converter with Bang Bang Charge 
Control is shown in Fig. 9. The high threshold controls the 
turn off timing of the high side switch, and the low thresh-
old controls the turn off timing of the low side switch. Only 
one of the two thresholds serve as the control variable, and 
the other one could be calculated based on the symmetrical 
waveform.

The transfer functions of both open loop and close loop 
are plotted in Fig. 10. As can be observed, the open loop ap-

TABLE II
comPArIson of mEAsurEd And cAlculAtEd InPut PowEr

Load current 5A 10A 15A 20A
Actual Pin 71.6 W 136.1 W 199 W 263.6 W

vCs(tLoff ) 199.2 V 188.8 V 178.4 V 166.4 V

vCs(tHoff ) 199.2 V 211.2 V 221.6 V 233.6 V

fs 199.5 kHz 197.3 kHz 197.0 kHz 195.5 kHz

Calculated Pin 71.6 W 135.9 W 196.0 W 263.6 W
Error 0.00% -0.13% -1.50% -0.02%

Y. CHEN et al.: LATEST ADVANCES OF LLC CONVERTERS IN HIGH CURRENT, FAST DYNAMIC RESPONSE, AND WIDE VOLTAGE RANGE APPLICATIONS

Fig. 10.  Openloop and closeloop bode plot of Bang Bang Charge Control.

Fig. 9.  Principle and operation of LLC with BBCC and the implementation. 

Fig. 11.  10 A to 20 A step load change of frequency control (up) and Bang 
Bang Charge Control (down) at 400 V input.
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pears as first order system, which can be easily compensated. 
With simple PI control, the bandwidth is improved from 1-2 
kHz to 20-30 kHz for different input and load conditions, 
which is approximately 1/6 – 1/5 of the switching frequency.

Fig. 11 shows the load step response at 400 V input. With 
conventional frequency control, it takes 70 cycles or 400 µs 
to reach steady state. While the Bang Bang Charge Control 
reduce it to 6 cycles, which is less than 40 µs.

IV. tEchnoloGIEs for wIdE VoltAGE rAnGE APPlIcAtIon

There are generally two types of requirement in the wide 
voltage range field – holdup requirement and the wide volt-
age range requirement itself. Although both require the LLC 
converter to achieve high voltage gain, the holdup applica-
tion and wide voltage range application still have subtle dif-
ference in terms of requirements and solutions.

In holdup application, normally, the converter operates for 
long time at high input voltage. The converter only occasion-
ally operates at low input voltage for short period, such as less 
than 1 second. Thus, the converter design should emphasize 
on the optimization at high input voltage. Design consider-
ations for the low input voltage, e.g. thermal design, could be 
de-rated. 

For wide voltage range application, the converter should 
be able to operate at the entire input voltage range for ex-
tended time. Therefore, the entire range should be optimized 
from both efficiency and cost point of view. The wide volt-
age range requirement is mandatory in many applications, 
such as photovoltaic and battery charging. Even in the server 
and data center power systems, it is becoming a more solid 
requirement. 

A. Holdup Operation 

The holdup operation is introduced and originally solved 
by the range winding technique [35]. The transformer has two 
sets of secondary windings. At normal operation, the trans-
former operates with the winding of small turns ratio, which is 
optimized. During holdup period, the winding with high turns 
ratio is used, such that the voltage gain is increased. 

By driving the half-bridge MOSFETs with asymmetric 
pulse-width modulation (APWM) rather than conventional 
frequency modulation, LLC converter can improve voltage 
gain without any additional components [36]. However, the 
improvement relies on the parameter design.

A critical insight was revealed in [37] that if the resonant 
tank can be charged with more energy during one switch-
ing cycle, LLC converter achieves higher voltage gain. To 
charge the resonant tank more, the secondary windings are 
short circuit for a certain period in every switching cycle. 
Based on [37], a few improving methods have been pro-
posed to adopt either Boost PWM discontinuous current 
mode (DCM) control [38] or phase shift control on LLC to-
pology [39], [40]. These methods share the similar intrinsic 
principle with [37], but optimize the LLC converter for dif-
ferent specifications with respective topologies, circuits and 

control. 
Fig. 12 shows an example of the six topologies in the 

sLLC converter family [41], [42]. The sLLC converter still 
uses center tapped transformer with synchronous rectifiers, 
which are commonly seen in the 12 V output applications. 

Fig. 12.  sLLC converter with center-tapped transformer and SR.

The auxiliary switch remains idle at normal operation, thus 
the efficiency for 400 V operation can be optimized. During 
holdup period, the ground referenced auxiliary switch operates 
in PWM mode to energize the resonant inductor with the in-
put voltage directly. The inductor then can store more energy 
in each cycle, and the converter achieves higher voltage gain. 
The detailed operation for 400 V input and 250 V input are 
illustrated in Fig. 13.  

Fig. 13.  sLLC converter operation with 12 V/25 A load at normal input 400 
V (left) and during holdup at 250 V (right).

B. Wide Input Voltage Range Application

For operation with wide input voltage range, the convert-
er’s performance and stability cannot be compromised. The 
methods used in the holdup application are generally not 
suitable due to weakened robustness. 

Conventionally, a boost converter is used between the AC 
and the LLC stage in data center application. DC applica-
tions could also use this structure to deal with the wide input 
range. The method is straightforward and the control is well 
established [43], [44]. The downside is the complexity and 
cost.

By using full bridge instead of half bridge, the voltage 
gain of LLC converter is doubled without changing the 
design. Using three level branch to replace the half bridge 
achieves similar effect [45]. For example, if the peak voltage 
gain is 2 for the half bridge configuration, then the peak volt-
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age achieved by switching to full bridge is 4. This means the 
allowed maximum input voltage is four times the minimum. 
By using two phases, the voltage range could be increased to 
8 times [46]. However, with conventional frequency control, 
the converter operates with either half bridge or full bridge 
(three level) at a time, and there is no middle ground. Thus, 
to make use of the ZVS + ZCS region, the peak voltage gain 
of the resonant tank must be at least 2 times of the resonant 
point, which might constrain the design and efficiency in 
some cases.

A few improving methods use similar  idea of switching 
between full bridge and half bridge, but make the mode 
switching inside each switching period [47]. Consequently, 
the equivalent input square wave voltage can be smoothly 
changed by controlling the conduction time of half bridge 
mode and full bridge mode (three level mode). The control 
can be implemented with frequency modulation, PWM, 
phase shift, individually or jointly, depending on the actual 
circuit. 

Similar idea could be transferred to the secondary side. 
The counterparts of the half bridge and full bridge inverter 
are the rectifiers including the center tapped, full bridge, 
voltage doubler and voltage quadrupler. By switching the 
operation modes between them, one can achieve wide output 
voltage range for LLC converters [48], [49].

Another way is inspired by the LLC design requirement. 
From LLC converter optimal operation point of view, a large 
magnetizing inductor Lm should be used at high input voltage, 
to limit the circulating current. While a small Lm should be 
used at low input voltage, to achieve high voltage gain. This 
contradictory magnetizing inductor design is the limitation 
for LLC converter, which also implies the desired feature – an 
adjustable Lm changing with the input voltage. LCLC con-
verter can meet this requirement if designed properly [50]. 
The topology is shown as in Fig. 14. On the parallel branch 
of the resonant tank, an inductor and a capacitor is used to 
replace the conventional magnetizing inductor. The inductor 
Lp must be external. Thus, it is more suitable for high power 
applications, in which integrated magnetics suffer from high 
conduction loss and limited window size.

 

Fig. 14.  LCLC converter with wide input voltage range. 

By designing the total impedance of Lp and Cp as induc-
tive, the LCLC converter can always be equivalent to an 
LLC converter for different input voltage and switching fre-
quency. The voltage gain of LCLC converter and its equiva-
lent LLC converter at different operation points are shown in 

Fig. 15. 

From the bench test, LCLC converter achieves 1-2% im-
provements of efficiency for different loads, as compared to 
an LLC converter with same 250 V-400 V voltage range. If 
compared to an LLC converter that is optimized for 400 V, 
the efficiency has a 0.1-0.2% sacrifice in exchange for the 
much wider voltage operation range.

V. conclusIon

Three applications with significant industry value are dis-
cussed in the paper. The existing technologies are introduced 
and categorized. The popular technologies are explained in 
terms of the principle, the deriving process, and the advan-
tages.

More in details, for high current application, SCC LLC and 
common inductor LLC converter are discussed and compared 
with existing multiphase LLC converters from the point view 
of current sharing performance, complexity and cost, inter-
leaving ability, and phase shedding. The zero-crossing-noise 
filter is also introduced as an enabler of accurate SR driving 
for high current applications.

For fast dynamic application, cycle-by-cycle average cur-
rent sensing reduces the complexity to the minimum, and en-
ables both current mode control without delay and accurate 
current sharing for multiphase LLC converter. With bang 
bang charge control, the input power is controlled by turning 
off the primary switches at specified capacitor voltage, and 
achieve up to 1/5 bandwidth of switching frequency.

Both holdup operation and wide voltage range applica-
tions requires high voltage gain. The subtle difference is 
explained and exampled. Existing methods are summarized 
and categorized by intrinsic principle for both applications. 
New topologies including sLLC for holdup operation and 
LCLC for wide input voltage range application are explained 
in details.

Fig. 15.  Voltage gain of LCLC converter and its equivalent LLC converters .
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Sneak Circuits in Power Converters: Concept, 
Principle and Application

Bo Zhang and Dongyuan Qiu

Abstract—“Sneak Circuit” is defined as the unexpected path 
or operational status in an electric or electronic circuit due to 
the limitation or oversight in design by human. The sneak cir-
cuit can be triggered to operate under certain conditions, which 
results in an unwanted or unintended action. As power convert-
er is an artificially designed system, it is undoubted that sneak 
circuits exist in power converters, while sneak circuit phenome-
na have been proved in some typical power converters. In order 
to improve safety and reliability of a power electronic system, it 
is necessary to understand thoroughly the sneak circuit in pow-
er converters under all possible practical conditions. Thus, this 
paper aims at providing a brief review of sneak circuits in pow-
er converters, and summarizes the sneak circuit analysis (SCA) 
methods based on the graph theory. Finally, some applications 
on power converters by making use of the SCA principle of 
sneak circuit analysis are included.

Index Terms—Sneak circuit, power converter, graph theory, 
sneak circuit analysis (SCA).

I. IntroductIon

POWER converter is an important part in most of electri-
cal and electromechanical systems, because it can realize 

energy transfer between different electrical forms and meet 
the requirement of high efficiency [1], [2]. As the need of 
power converters grow rapidly in many areas, the reliability 
of power converter should be concerned according to its fun-
damental place in energy conversion and management. 

Normally, preventing part failure or component failure 
is an effective method to improve system reliability [3]. 
However, not all systems failures are caused by component 
failure. In some situations, no part has failed, yet the sys-
tem performs improperly or initiates an undesired function. 
A significant cause of such unintended events is named as 
“sneak circuit”, which is the unexpected electrical path or 
logic flow that can produce an undesired result under certain 
conditions [4]. Opposing to the component failure, sneak 
circuit happens without any physical failure in the system, 
an undesired effect is obtained although all parts are working 
within design specifications.

It has been concluded that the main factor causing sneak 
circuit is lacking of a complete view of the detailed inter- 
relationship between components and functions in a system 
[5].  Similar to the other systems, it has been proven that 

sneak circuits exist in the power converter, which may affect 
the performance of the whole system [6]-[8]. Therefore, the 
sneak circuit situations in power converters should be inves-
tigated and identified, which will have a positive impact on 
the reliability of power electronic system.  

In order to identify sneak circuits systematically, sneak cir-
cuit analysis (SCA) is a safety analytical technique which was 
developed firstly by Boeing in the late 1960s [9]. However, 
different from other electric or electronic systems, power 
converter is a typical switched-mode system which operates 
based on the alternate switching of the semiconductor switch-
es. Obviously, sneak circuit conditions of power converters 
will relate not only to the variation of parameters, such as the 
step change of input voltage or load resistance, but also to the 
control schemes applied for the power switches. Thus, the 
conventional SCA methods are not suitable for analyzing the 
sneak circuits in power converters, SCA for power converter 
should consider both circuit paths and control schemes. 

The remainder of this paper is organized in the following 
sections. Section II gives a comprehensive description of 
sneak circuit in power converter by using a common Boost 
DC-DC converter as an example. Section III reviews several 
available SCA methods for power converters. And then the 
applications of SCA methods on sneak circuit elimination, 
topology design and performance improvement are provided 
in Section IV. Finally, some concluding remarks in the sneak 
circuit of power converter are drawn in Section V.

II. concEPt of snEAk cIrcuIt

Sneak circuit is a designed-in current path or signal flow 
within a system which inhibits wanted functions or causes 
unwanted functions to occur without a component having 
failed. Sneak circuits are not the result of component failures, 
electrostatic, electromagnetic or leakage factors, marginal 
parametric factors or slightly out-of-tolerance conditions, 
they are present but not always active conditions inadvertent-
ly designed into the system, coded into the software program, 
or triggered by human error [5]. Consequently, the sneak cir-
cuit phenomena are controllable or reversible if the condition 
of sneak circuit occurrence are known.

A. Sneak circuit definition in power converter 

Power converter is usually composed of power diodes, 
controllable power switches, inductors, capacitors and resis-
tors. As inductor and capacitor belong to the energy storage 
components, some unintended electrical current paths can 
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be established by inductor and/or capacitor independently. 
If this kind of current path affects the performance of power 
converter, they can be considered as the sneak circuit path in 
power converter, according to the definition of sneak circuit.  

In fact, sneak circuit in power converters is not strange. 
For example, the basic Boost converter shown in Fig. 1(a) 
has two distinct operating modes based on the status of in-
ductor current, one is continuous conduction mode (CCM) 
and the other is discontinuous conduction mode (DCM). 
Generally, Boost converter is designed to operate in CCM 
or DCM to meet certain control functions by selecting the 
converter parameters (for example the inductance) in ad-
vance. However, CCM will switch to DCM and vice versa, 
when some operating conditions change, such as input volt-
age, load or duty ratio. Comparing Fig. 1(b) with Fig. 1(c), 
if CCM is regarded as the normal operation mode, then the 
current path only consisting of the output capacitor and the 
load when both D and S are OFF in DCM can be considered 
as the sneak circuit path. It is well known that the voltage 
gain in DCM is different from that in CCM, thus DCM can 
be considered as the sneak circuit mode.

 

(a) Topology
 

(b) CCM
 

(c) DCM 

Fig. 1.  Boost converter and its operating modes.

B. Sneak circuit considering parasitic parameter

The components in power converter are always considered 
as the ideal ones in order to simplify the analysis, however, 
all components in power converter have parasitic parameters 
in fact. It is obviously that the current flows in power con-
verter will be more complicated when all parasitic compo-
nents are considered, and the probability of overlooking po-
tentially undesirable conditions will increase proportionately 
as a result.

Take Boost converter as the example again, if Power MOS-
FET is selected as the power switch S, the equivalent circuit of 
Boost converter is shown in Fig. 2(a) when some critical par-

asitic elements are taken into account [10]. The actual model 
of Power MOSFET is composed of a N-channel MOSFET, a 
gate-drain capacitor Cgd, a gate-source capacitor Cgs, a drain-
source capacitor Cds, and a body diode DS. And power diode 
D is represented by a freewheel diode in paralleled with a 
junction capacitor CD.

When Boost converter operates in DCM, except for the 
conventional current paths in Fig.1 (c), it is found that there 
exist another three current paths caused by the parasitic 
components, which are illustrated in Fig.2 (b) to Fig.2 (d), 
respectively. The experimental waveforms of a Boost pro-
totype shown in Fig. 3 are provided to prove the existence 
of the above three current paths [10]. In Case I or Fig. 3(a), 
current paths #1, #2 and #3 appear, because the voltage on 
the drain-source capacitor resonates, the inductor current iL 
is negative and the body diode current iDs is not equal to zero 
during the switch is turned off. However, iDs keeps at zero 
in Fig. 3(b), which means that current path #3 disappears 
in Case II. By changing some operating conditions of the 
prototype, the ideal DCM waveform similar to Fig. 1(c) is 
obtained in Fig. 3(c), it can be concluded that current paths 
#1, #2 and #3 have not been established in Case III. There-
fore, the appearance of these three paths are controllable, 
there will be currents flowing through these paths during 
the operating process of Boost converter if certain operating 
conditions are satisfied. In addition, the influence of different 
cases as well as each parasitic component on the voltage 
gain have been summarized in literature [10]. It is demon-

             (a) Equivalent circuit                     (b) Current path #1

              (c) Current path #2                                (d) Current path #3

Fig. 2.  Boost converter with parasitic parameters.

(a) Case I
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strated that current paths caused by parasitic parameters in 
power converter are coincident with the definition of sneak 
circuit.   

III. PrIncIPlE of snEAk cIrcuIt AnAlysIs 
As sneak circuit have been found and proven in a variety 

of power electronic converters [11], it is necessary to un-
derstand thoroughly the sneak circuits in power converter 
under all possible practical conditions. According to the 
definition of sneak circuit in power converter, sneak circuit 
phenomenon belongs to one of the operating modes of pow-
er converter. It is known that the operating mode of power 
converters consists of several operating stages in one switch-
ing period, different operating stages are switched in a fixed 
order according to the applied control strategy. Since each 
operating stage refers to a sub-circuit or equivalent circuit, 
there is current flowing through the sneak circuit path when 
sneak circuit phenomenon appears. Therefore, the sneak cir-
cuit analysis of power converter should have two functions: 
one is sneak circuit path analysis, which is used to identify 
the sneak circuits paths existed in the converter; the other is 
sneak circuit mode analysis, which can predict the sneak cir-
cuit phenomena.

A. Sneak Circuit Path Analysis

The precondition to find out the sneak circuit path is to 
obtain all possible circuit paths or current loops existed in 
the power converter. If a current path is neither an invalid 
current path nor a normal current path, then it belongs to the 
sneak circuit one. Obviously, searching for circuit paths in 
power converter is the first step in sneak circuit path analy-
sis. If power converter is considered as a graph, some con-
cepts in graph theory, such as adjacency matrix, connection 

matrix, and mesh, will be useful for path or loop searching 
[12]-[14].

When a directed graph G=(V, E) with two finite sets V 
and E is used to describe the power converter, the element of 
vertex set V represents the intersection of components in the 
power converter, which is named by number; the element 
of edge set E is the branch in the converter, which is named 
by the component symbol of the branch; and the direction 
of the edge is determined by the current direction of the 
component on the edge.  The edge whose current can flow in 
bi-direction is indicated by a bidirectional or two-way arrow, 
while the edge with diode or the switching component with-
out inverse conduction property is indicated by a single-way 
arrow, which points to the possible flowing direction of the 
component current. 

Boost converter is taken as an example again to explain 
how to establish the directed graph of power converter.  As 
shown in Fig. 4(a), the branch in the converter is defined as 
edge, the intersection of the branches is defined as vertex 
and there are 4 vertices in Boost converter.  Considering the 
symbol of the component on the branch as the edge name, 
the component current direction as the edge direction, the di-
rected graph of Boost converter can be obtained in Fig. 4(b).

         

                (a) Vertex definition                               (b) Directed graph

Fig. 4.  Boost converter and its directed graph.

According to the definition of adjacency matrix [12], the 
adjacency matrix of Boost converter is 

(1)

Based on (1), the vertex sequence 1-2-3-4 is on behalf of 
one current path in the Boost converter, because a12=1, a23=1, 
a34=1, a41=1.  But the vertex sequence 4-3-2-1 is an invalid 
current path, because a32=0. Therefore, all the current paths 
in power converter can be described by a group of vertex se-
quences and obtained by some searching algorithms [11]. 

If the matrix element of the connection matrix is defined by 

         (2)

then the generalized connection matrix of Boost converter is 

   
(b) Case II

   
(c) Case III

Fig. 3.  Experimental waveforms of Boost converter under different condi-
tions. 
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            (3)

As the current path must be a loop in the circuit, all possi-
ble current loops in power converter can be found by calcu-
lating the determinant of the generalized connection matrix C 
[15], [16].  Thus, base on (3), the calculation result of loop is 

           (4) 

From (4), it is concluded that there are 4 current loops in 
Boost converter, which are R-Co, Ui-L-D-R, Ui-L-D-Co and 
Ui-L-S, respectively. 

Since an operating stage of power converter is normally 
consisted of more than one circuit path or current loop, cir-
cuit paths or current loops should be combined to a sub-cir-
cuit which refers to an operating stage. By defining mesh as 
the loop that does not contain internal loop with edge [14], 
mesh combination algorithm can be used to find out all of 
the possible sub-circuits in power converter.

According to the mesh definition, Boost converter in Fig. 
1(a) is made up of 3 meshes, which are expressed by the fol-
lowing sets: 

                                  (5)

By applying AND (∪) and RING SUM (⊕) operations of 
graph, meshes can be composed into connected pieces [14], 
for example, 

                            (6)

                       (7)

It can be found that G1(∪or⊕) G3, G1∪G2⊕G3 and G3 
represent for three operating stages in DCM shown in Fig. 1 
(c), respectively.

Thus, all possible circuit paths, circuit loops and sub-cir-
cuits in power converter can be obtained by the above meth-
ods, and they can be divided into groups according to the cir-
cuit principle and the operating principle of power converter:
1) The invalid path, loop or sub-circuit, which will not be 

allowed in the power converter. For example, both S and 
D are “ON” at the same time in Boost converter. After 
eliminating the invalid path, the rest of possible paths are 
the effective ones.

2) The desired path, loop or sub-circuit, which will show up 
as designed during normal operation of the converter.

3) The sneak circuit path, which is the effective circuit path 
different from any normal circuit path.  

As a result, the sneak circuit path can be identified by 
comparing the effective circuit paths with the normal ones.

B. Sneak Circuit Mode Analysis

Even the sneak circuit paths have been obtained, the be-
havior of the converter when the sneak circuit paths appear 
during the operating process is still unknown, thus sneak 
circuit mode analysis should be carried out. It is known that 
the switching components in the power converter are turned 
on or off in a fixed order based on the control strategy, so the 
sub-circuits corresponding to different switching states will 
constitute the operating mode of power converter.

As shown in Fig. 5, there are two switching components 
in Cúk converter, one is the controllable switch S and the 
other is the uncontrollable diode D. If “1” indicates the state 
of the switching component when it is on, and “0” indicates 
off, then the available switching states for Cúk converter 
are expressed by SD=10, SD=01 and SD=00, while SD=11 
is invalid. These three switching states can compose two 
switch control sequences, 10-01-10-01-… (Control sequence 
I) and 10-01-00-10-01-00-… (Control sequence II). 

The equivalent circuits corresponding to switch states SD= 
10 and SD=01 are shown in Figs. 6(a) and (b), respective-
ly.  But both circuits in Figs. 6(c) and (d) refer to the same 
switch state SD=00. Thus, the operating mode under control 
sequence I is unique, and there are two operating modes under 
control sequence II. It is common to define the operating mode 
under control sequence I (i.e. CCM) as the normal operation 
mode of Cúk converter, while those under control sequence 
II should be considered as sneak operating modes, which are 
shown in Figs. 7(a) and (b).

In order to describe the sneak circuit phenomena of Cúk 
converter, the waveforms of inductor currents iL1 and iL2 are 
selected. It is noted that inductors L1 and L2 are connected in 

Fig. 5.  Schematic of Cúk converter.

                      (a) SD=10                                             (b) SD=01
 

                     (c) SD(1)=00                                          (d) SD(2)=00

Fig. 6.  Equivalent circuits of Cúk converter.
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series in Fig. 6(c), then iL1+iL2=0 should be satisfied, and the 
inductor currents will have the following two forms: (i) iL1<0 
and iL2>0; (ii) iL1>0 and iL2<0. When Cúk converter oper-
ates in Fig. 6(d), both of the inductor currents iL1 and iL2 are 
equal to zero, i.e. iL1=iL2=0. Therefore, based on the possible 
current forms of the equivalent circuits, the typical inductor 
waveforms corresponding to sneak operating modes can be 
predicted and shown in Fig. 8.  

A Cúk prototype has been built to verify different kinds 
of phenomena [17]. By reducing the duty cycle d, the Cúk 
prototype will work in different operating modes, and the 
experimental waveforms of driving signal vs, output voltage 
Vo, inductor currents iL1 and iL2 are shown in Fig. 9, which 
have good agreement with the predicted waveforms in Fig. 8.  

Therefore, the feasibility of the proposed sneak circuit mode 
analysis method has been verified.

IV. APPlIcAtIon of snEAk cIrcuIts

With the help of sneak circuit analysis method proposed 
in section III to power converter, the operating principle and 
the characteristics of power converter can be understood 
comprehensively, thus SCA for power converter is useful 
to modify the topology and improve the performance of the 
power converter. 

A. Sneak Circuit Elimination

Based on the definition of sneak circuit, the sneak circuit of 
power converter is a path hided in the converter, which would 
appear when specific parameter condition is satisfied.  As a 
result, the operating stages increase and the energy balance 
under normal operating mode is destroyed, which will lead 
to some changes of converter characteristics and the desired 
performance of the converter cannot be achieved.  Thus the 
sneak circuits should be eliminated in the power converter.

Apparently, the emergence of sneak circuits should satisfy 
two conditions: firstly, there must be some sneak circuit paths 
existed in the power converter; secondly, sneak circuits will 
appear if the converter parameters are not designed appro-
priately or the converter operating conditions are out of the 
normal range. Therefore, in order to eliminate sneak circuits 
in power converters, there are two methods:
1) Proper parameter design, which is suitable for the con-

verter which has specific sneak circuit condition, because 
the emergence of sneak circuit can be avoided through 
reasonable parameter design.

2) Topology modification, which can cut off the sneak cir-
cuit paths by changing the converter topology based on 
the characteristic of sneak circuit path.  
The three-phase Z-source inverter [18] shown in Fig. 10 

is taken as an example to demonstrate how to eliminate the 
sneak circuit by parameter design and topology modification. 
Normally, the diode D conducts when the three-phase invert-
er is at the active or traditional zero state, D is blocked when 
the inverter operates at the shoot-through state. However, 
when the diode current is discontinuous during the period 
of active states, the input dc voltage of the inverter bridge 
drops, which will affect the quality of the output ac voltage 
seriously.  It has been proven that this sneak circuit phenom-

(a) Typical waveforms of sneak operating mode 1.
      

(b) Typical waveforms of sneak operating mode 2.

Fig. 8.  Sneak circuit phenomena of Cúk converter.

 

(a) Normal operating mode (or CCM)     (b) Sneak operating mode 1(ii)

        (a) Sneak operating mode 1                    (b) Sneak operating mode 2

Fig. 7.  Sneak operating modes of Cúk converter.

         (c) Sneak operating mode 2              (d) Sneak operating mode 1(i)

Fig. 9.  Experimental waveforms of different operating mode.
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ena will occur if a small inductance or low load power factor 
is selected [19].  

 

Fig. 10.  The classic three phase Z-source inverter.

As the Z-source inverter has a specific sneak circuit con-
dition, if the operating conditions of Z-source inverter are 
set to satisfy with the following equation, the sneak circuit 
phenomenon of Z-source inverter will not appear.

                               (8)

where M is modulation ratio, B is step-up factor and cos   is 
the load power factor.

On the other hand, the sneak circuit phenomenon will ap-
pear in the Z-source inverter when the link between the DC 
voltage source VDC and impedance network is open during 
the inverter’s active state. Therefore, if there is a circuit path 
that connects VDC with Z-network at any state, the sneak 
circuit phenomenon will disappear. Substituting diode D 
by a fully controlled power switch Sm which has the reverse 
conducting property (i.e. Power MOSFET), the improved 
Z-source inverter is illustrated in Fig. 11.  

 

Fig. 11. The improved Z-source inverter.

As the input current or the switch current can flow bi-di-
rectionally, the switch can provide a backward path for the 
current by its control signal or anti-parallel diode even when 
the input current decreases to zero and becomes reversed.  
Therefore, the sneak circuit phenomenon of the classic 
Z-source inverter will not happen forever.

B. Performance Improvement 

In fact, as the existed circuit paths in power converter, 
sneak circuits may have positive effect in power converter if 
it can be made good use of. The synchronous Buck convert-
er can be used as an example to discuss how to improve the 
converter performance without adding any component but 
by making use of the sneak circuit.  

The synchronous Buck converter can be obtained by re-
placing the diode in Buck converter with a controllable power 
switch. As shown in Fig. 12, S1 is the main switch and S2 is the 
synchronous switch. In general, the conduction of S1 and S2 
are complementary, and certain dead time is inserted between 
the two driving signals to prevent simultaneous conduction of 
the two switches. 

 

Fig. 12.  Synchronous Buck converter. 

When the inductor current is continuous and positive, typ-
ical waveforms of the synchronous Buck converter in nor-
mal operating mode are shown in Fig. 13(a).  It is obvious 
that the synchronous switch S2 can achieve ZVS before it is 
switched on. However, the main switch S1 is still operating 
in hard-switching state. As the switch such as Power MOS-
FET can flow through bidirectional current, the body diode of 
S1 will conduct when the inductor current iL drops to zero and 
becomes negative during the on-state of S2, then the zero-volt-
age turn-on condition of the main switch S1 can be created. 
The typical waveforms that both the main switch and the syn-
chronous switch can achieve ZVS are shown in Fig. 13(b).  

(a) Normal waveforms
 

(b) Sneak circuit mode

Fig. 13.  Typical waveforms of Synchronous Buck converter under different 
modes.
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It has been proven that this situation only happen when the 
inductance of the synchronous Buck converter is designed 
relatively small [20], thus Fig. 13(b) can be regarded as the 
sneak circuit phenomenon of the synchronous Buck converter 
according to the definition of sneak circuit. Obviously, it is a 
significant reward to achieve ZVS by using the sneak circuit 
paths that exist in synchronous DC-DC converter.

C. Topology Reconstruction 

Topology is one of the key techniques in power elec-
tronics, because it determines the basic performance and 
operating characteristics of power converter. A large number 
of power converter topologies have been proposed, such as 
Cúk converter [21], resonant converter [22], soft-switching 
converter [23], multilevel converter [24], modular multilevel 
converter (MMC) [25], etc., which have greatly improved 
the level and quality of electric energy transformation. 

However, it is found that the invention of the novel power 
converter largely depends on the inventors’ academic attain-
ments and practical experiences. Furthermore, many typical 
power converters also need further improvement and opti-
mization in practical application and the process of topology 
reconstruction is still based on the “try and test” method. As 
the sneak circuit analysis method can provide a thoroughly 
understanding of power converter, it is possible to be applied 
in reconstructing the topology of power converter.

For example, the original Boost ZCT PWM converter and 
an improved Boost ZCT PWM converter are shown in Fig. 
14 and Fig. 15, respectively. 

 

Fig. 14.  The original Boost ZCT PWM converter. 

Fig. 15.  An improved Boost ZCT PWM converter.

Comparing Fig. 15 with Fig. 14, diode Dx substitutes for 
the original auxiliary switch Sa and the conducting direction 
of Dx is consistent with the anti-parallel diode of Sa; switch 
Sx substitutes for the original auxiliary diode Da and the an-
ti-parallel diode of Sx keeps the same conducting direction of 
Da. Therefore, the switching states of both converters are the 
same, the original functions of Boost ZCT PWM converter 

can be kept in the modified one. Furthermore, the modified 
Boost ZCT PWM converter is proven to have other advan-
tages, such as ZCS of the main switch as well as auxiliary 
switch can be realized, the peak current of auxiliary switch 
is relatively small and the switch time of auxiliary switch 
is easy to control [26]. Therefore, topology reconstruction 
method by making use of the sneak circuit path analysis 
method is feasible, and the good performance of the original 
converter can be kept.

V. conclusIons

In this paper, the work on sneak circuits and related sneak 
circuit analysis methods for power converters have been 
reviewed, how to eliminate and make use of sneak circuit 
have been proposed as well. The research on sneak circuit 
in power converters offers guidelines in the design of power 
electronic system and enable early detection of potential 
problems, which will contribute to the reliability of power 
electronic system.
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Revisiting Stability Criteria for DC Power
Distribution Systems Based on Power Balance

Zhicong Huang, Siu-Chung Wong, and Chi K. Tse

Abstract—Single-input-multiple-load converter systems shar-
ing a common input DC voltage bus is becoming popular in DC 
power distribution. Due to the convenience of using convention-
al voltage-source systems for connecting a common bus voltage 
with multiple downstream loads, the same configuration is often 
adopted for current-source systems, where design optimization 
can be achieved without an intermediate (bus) voltage regulator. 
However, the stability of such cascaded current-source systems 
is still relatively unexplored or incomplete, though the associat-
ed basic circuit theory has been well established. In this paper, 
steady-state operating points are obtained by applying power 
balance between the current-source output converter and the 
downstream converters. The incremental change of the input 
power versus the input impedance of the downstream convert-
ers is derived. The stability of such current-source converter 
systems is re-visited using an impedance-based approach. A gen-
eral set of impedance-based stability criteria is developed and 
experimentally verified by a DC bus system consisting of a cur-
rent source output converter and two PWM power converters.

Index Terms—DC bus system, DC current source converter, 
stability criterion.

I. IntroductIon

IMPEDANCE-BASED stability criterion [1] has been ap-
plied for the voltage-source converter system consisting 

a voltage-source converter and a load converter connected 
in cascade, with a regulated voltage being the interface be-
tween the source and load converters. Based on a small-sig-
nal model, the Middlebrook stability criterion states that the 
system is stable if the following conditions are satisfied: 

V1 The source converter having an output voltage Vo and 
output impedance Zs is stable under no load condition.

V2 The load converter having an input impedance Zl is 
stable when connected to an ideal voltage source Vo, 
and

V3 (a) aggressively, Tυ = Zs / Zl satisfies the Nyquist stabil-
ity criterion, or

V3 (b) conservatively, |Tυ|<<1.
Cascaded-converter systems with an inverter of highimped-

ance current source output connected to the lowimpedance in-
put of a grid voltage have been studied by Sun [2] who iden-

tified the systems as current-source systems and presented a 
stability criterion as a dual to that given in [1]. Specifically, 
this current-source system is stable if the following condi-
tions are satisffied:

C1 The source converter having an output current Io and 
impedance Zp is stable under no load condition.

C2 The load converter having an input impedance Zl is sta-
ble when connected to an ideal current source Io, and

C3 (a) aggressively, Tc = Zl / Zp satisfies the Nyquist stabil-
ity criterion, or

C3 (b) conservatively, |Tc| <<1.
The above stability criteria have been applied to DC 

distributed power systems with multiple sources and loads 
where the numbers of sources and loads are changing dy-
namically [3]. Apart from verifying condition V1 or V2 as 
appropriate for each converter, the system’s minor loop gain 
Tυ (referred to in V3) has been extended to include every im-
pedance (or admittance) of the system given by

（1）

（2）

Likewise, similar modification has been proposed for the cur-
rent-source system. However, only the usual voltage-source 
systems are studied in detail [3] due to the fact that such volt-
age-source systems, having a dominating regulated bus volt-
age, are the only systems considered in most DC distribution 
systems.

To see the potential of applications of current-source sys-
tems, we consider wireless power transfer systems here. 
Wireless power transfer systems are often designed with an in-
ductive power transfer (IPT) converter cascaded with a down-
stream pulse-width modulation (PWM) converter to achieve 
a high overall system efficiency under line or load variation 
[4]-[8]. The series-series compensated IPT (SSIPT) converters 
[4]-[7] are among the most power efficient IPT converters 
[9], [10]. Operating at its power efficient point, the SSIPT 
converter can provide a constant output current which is in-
dependent of load variations [9], [10]. In this current-source 
system, no voltage regulation is needed at the interface of the 
cascaded power converters. Therefore, an equivalent source 
converter of the system has high output impedance which 
makes it difficult to meet the Middlebrook stability criterion 
applied to a voltage-source system that a stable cascaded 
converter should have its upstream power converter having a 
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substantially lower output impedance compared to the input 
impedance of its downstream power converter [1], [11], [12]. 
However, the impedance-based stability criterion for current-
source systems presented by [2], [3] is not general enough for 
applications with multiple loads, as shown in Fig. 1. In such a 
system, the converters can share either a common voltage bus 
or a common current loop. Additionally, as will be shown in 
Section III, the definition of either a voltage-source system or 
a current-source system is still unclear for the configurations 
shown in Figs. 1(b) and (c), making direct application of the 
Middlebrook stability criterion and its dual rather difficult.

In this paper, we analyze the general cascaded converter 
system by considering an equivalent model as seen by one 
of the DC-DC converters and apply power balance to gain 
insights into the difference between a voltage-source system 
and a current-source system. A general set of impedance-
based criteria of stability will be developed as a generaliza-
tion of the criteria presented in [2], [3]. The set of stability 
criteria developed from this simple model will be verified 
experimentally by a cascaded SSIPT-PWM converter sys-
tem. A stable prototype of independently controlled IPT and 
PWM converters will be demonstrated.

To differentiate a voltage-source system from a current-
source system, we can consider the DC steady-state model 
of the system by referring to Fig. 1 with all small-signal 
variables being replaced by their DC counterparts. For brevi-
ty, we can start with n = 1, where Fig. 1(a) becomes identical 
to Fig. 1(c) and Fig. 1(b) becomes identical to Fig. 1(d). The 
DC operating circuit for n = 1 is shown in Fig. 2, where the 
source and load share the same voltage bus V and current 
loop I.

II. stEAdy-stAtE oPErAtInG PoInts from thE VIEwPoInt 
of PowEr bAlAncE

Fig. 1 shows equivalent small-signal models of closed-
loop converters. We assume that the converters are stable, 
operating safely within their voltage, current and power 
ratings, and can be perfectly controlled to their DC oper-
ating points with a finite bandwidth fBW. In this sense, the 
voltage-source converter S1 has been stably biased to its DC 
operating point as an ideal voltage source Vo with a small 
source resistance RS, which represents the resistance of inter-
connection as well as the intentional output resistance from 
control algorithms such as the droop controller. The DC 
operating circuit shares the same circuit structure as shown 
in Fig. 1, with the corresponding DC variables being repre-
sented with uppercase letters and subscripts as appropriate. 
Likewise, we have an ideal DC current source Io and its large 
parallel output resistance RP for a current-source converter.

The n-load converters are normally regulated with a con-
stant output voltage or current. When such near lossless 
converters are connected with resistive loads, their inputs 
will behave as a near perfect constant power sink PWi = VWi 

IWi , where i = 1, …, n. Obviously, the same PWi can be biased 
at different points on a constant power curve, such as points 
A, B or C, as shown in Fig. 3. It should be noted that point 

A has a DC resistance of RA =       while its incremental re-
sistance on the constant power curve is –RA, which should 
equal Zwi within fBW. Obviously, to meet the output power 
requirement of PWi, the load converter Wi can be biased any-
where on the power curve. The choice of biasing at a point 
on the power curve will be decided by the practical require-
ments of meeting the voltage and current ratings by design-
ing a suitable RWi and the regulation bandwidth dictates the 
associated Zwi ( f ) = –RWi with f < fBW. 

With reference to Fig. 2(a), the power output from S1 
should be identical to the power input to W1. The power PI 
= PW1 feeding to RL = RW1 can be plotted as shown in Fig. 4, 
which gives the expected maximum power transfer when RL 
is equal to RS. Moreover, an intended input power PI can be 
biased at two load resistances RLx and RLy such that RLx < RS 

Fig. 1. Impedance-based models of a source converter S1 and n load convert-
ers W1,…,Wn. Components inside the dotted line blocks are the small-sig-
nal-equivalent circuits of the converters. (a) Voltage-source converter S1 shar-
ing a common voltage with n load converters. (b) Current-source converter 
S1 sharing a common voltage with n load converters. (c) Voltage-source con-
verter S1 sharing a common current with n load converters. (d) Current-source 
converter S1 sharing a common current with n load converters.

Fig. 2. DC operation models of a source converter S1 and a load converter 
L1. Components inside the dotted line blocks are the DC equivalent circuit 
of the converters. (a) Voltage source converter S1 sharing a common voltage 
with a load converter. (b) Current-source converter S1 sharing a common 
current with a load converter.
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< RLy. For a native source resistance RS, operating at RLy will 
be more efficient than that at RLx. However, if RS is a virtual 
equivalent resistance as a result of application of some con-
trol algorithms which are common in some AC or DC volt-
age bus systems [16], there would not be much difference in 
efficiency between the operation points RLx and RLy. It can be 
observed that a small increment of RL at RLx acquires a higher 
PI , while a small increment of RL at RLy  corresponds to a lower 
PI . This gives an intuitive explanation on the requirement 
that the load RLy is stable when it is connected to an ideal 

voltage source as the two systems give near identical         , 

especially when RL >>RS. It can be observed in Fig. 4 that the 
load converter W1 operating with RLy, i.e., RL>RS, will be-
come unstable when it is operating near RS and even worse 

for RL ≤ RS as         will deviate significantly from that oper-

ating with RLy [17]. It is obvious that converter W1 switching 
operating points from RLy to RLx should have its feedback 
circuit redesigned.

Likewise, with reference to Fig. 2(b), a current-source 
system has a power transfer characteristic as shown in Fig. 5. 
It is similar to Fig. 4 except that the current-source system is 
normally operating at RLx while for a voltage-source system, 
it is normally operating at RLy. Based on our previous analy-
sis on voltage-source systems, we can obtain a correspond-
ing set of results using the duality principle. Specifically, for 

a voltage-source system,        at RLx is proportional to RLx, 

while for a current source system         at RLy, it is inversely 

proportional to RLy. This again gives an intuitive explana-
tion for the requirement that the load RLx is stable when it is 
connected to an ideal current source as the two systems give 

near identical        , especially when RL << RP. Similarly, it 

can be observed from Fig. 5 that the load converter W1 op-
erating at RLx, i.e., RL < RP , will become unstable when it is 
operating near RP and even worse for RL ≥ RP . It is also ob-
vious that converter W1 switching operation points from RLx 
to RLy should have its feedback circuit redesigned. 

It can be concluded from Figs. 4 and 5 that for the source-
converter having output resistance RO and the load con-
verter having input resistance RL, the system is considered 
as a voltage-source system if RL>>RO, otherwise it must 
have RL<<RO and the system is regarded as a current-source 
system. Meanwhile, for f < fBW, RL>>RO is equivalent to 
|Z l(f)|>>|Zo(f)| and RL<<RO is equivalent to |Z l(f)|<<|Zo(f)| 
that these two conditions are subsets of the conservative 
conditions V3(b) of the Middlebrook stability criterion and 
C3(b) of the dual of the Middlebrook stability criterion.

III. currEnt-sourcE or VoltAGE-sourcE drIVEn 
subsystEm of sInGlE-sourcE multI-loAd systEms

In Section II, the single-source single-load system is readily 
distinguished as being a voltage-source system or a current-
system by considering the relative magnitude of the source 
and load resistances at DC operation. In Fig. 6, two loads W1 
and W2 are assumed independently controlled, or otherwise, 
they can be combined into a single load such that the system 

Fig. 3. Constant power curve with biasing points A, B and C.

Fig. 4. Power transfer characteristic of a voltage-source system.

Fig. 5. Power transfer characteristic of a current-source system.
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is equivalent to a single-load system as shown in Fig. 2(a) or 
2(b). To distinguish between a voltage-source system and a 
current-source system, we assess the converter subsystems 
individually. It can be readily observed from Fig. 6(a) that as 
long as

                            RS<< (RW1||RW2),                                     (3)

we have

                        (RS||RW2) << RW1, and                                 (4)
                           (RS||RW1) << RW2.                                     (5)

For S1, an equivalent resistance of RL = (RW1||RW2) is being 
driven. Equation (3) identifies a voltagep-source system for 
S1. Likewise, (4) and (5) identify a voltage-source system 
for W1 and W2. They can be designed stable by following 
the Middlebrook stability criterion [1] for their individual 
equivalent circuits. Similar arguments apply to Fig. 6(d) with 
respect to a current-source system with RP >> (RW1+ RW2) and 
each load is designed to be stable when it is connected to an 
ideal current source. The results can be readily generalized 
to an n-load voltage-source system with RS << RW1||RW2||…
||RWn and an n-load current-source system with RP >> (RW1 + 
RW2 +…+ RWn). Common properties of systems represented 
by Fig. 6(a) and (d) are:

• there is a dominant source which regulates either the 
bus voltage or current of the system, and

• each load shares the same system defined by the source 
converter, i.e., a voltage- or a current-source system.

The stability of these well defined voltage-source or current-
source systems can be easily assessed by applying either V1 
to V3, or C1 to C3, to each of the source or load converters, 
or simply (2) or its dual [3].

The systems shown in Figs. 6(c) and (d) are less attrac-
tive than those shown in Figs. 6(a) and (b) which share a 
common voltage bus for easy connection or disconnection 

of loads. The identification and possible modification of the 
voltage- or current-source system shown in Fig. 6(b) will be 
developed as follows. For the current-driven system shown 
in Fig. 6(b), by applying Middlebrook stability criterion [1], 
[2] to each of the subsystem, the source S1 is stable if C1 and 
the conservative condition C3(b) (solely needed for f < fBW) 
are satisfied, which is equivalent to 

                              RP >>(RW1||RW2),                                   (6)

the load W1 should assume being driven by a current source. 
If so, we have

                              (RP||RW2)>>RW1                                    (7)

and the load W2 should assume being driven by a current 
source. If so, we have

                              (RP ||RW1)>>RW2,                                   (8)

It can be observed from Fig. 5 that (7) and (8) cannot be sat-
isfied simultaneously if RW1 and RW2 are of similar order of 
magnitude and both W1 and W2 are stable when they are con-
nected to an ideal current source. Without loss of generality, 
let us assume that

                                RW1<<RW2,                                          (9)

such that (7) is satisfied, i.e., subsystem W1 can be stable if it 
is stable when connected to an ideal current source. Now, for 
subsystem W2, (8) can never be satisfied, i.e., subsystem W2 
cannot be stable when it is designed to be driven by a current 
source. Fortunately, from (9) we have

                             (RP||RW1)<<RW2,                                  (10)

which satisfies V2 of subsystem W2, as given in Figs. 2(a) 
and 5, i.e., subsystem W2 can be stable if it is stable when it 
is connected to an ideal voltage source [1], where the paral-
lel connection of the current source and resistance (RP||RW1) 
are regarded as its Thevénin’s voltage source equivalent. 
Since from the load’s perspective, Thevénin’s voltage source 
and Norton’s current source are interchangeable, this result 
is important in several respects:
1) Load W1 is driven by a current source, as shown in Fig. 5, 

with the source resistance (RP||RW2).
2) Load W2 is driven by a voltage source, as shown in Fig. 4, 

with the source resistance (RP||RW1).
3) The systems in Fig. 4 and Fig. 5 are equivalent in terms of 

the load stability criteria.
4) For the single-source two-load system, the design of sub-

system W1 which is assumed stable when connected to an 
ideal current source is different from that of W2 which is 
assumed stable when connected to an ideal voltage source.

5) For the stable single-source two-load system, the power 

Fig. 6. DC circuit models of four possible configurations consisting of a 
source converter S1 and two load converters W1 and W2.
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level of subsystem W1 will be much higher than that of 
subsystem W2 when they are controlled independently. To 
have the freedom of operating at any power level, the con-
trol of the subsystems must be well coordinated. In such a 
case, they reduce to a single-load system.

In summary, the lowest (highest) resistance of the system 
in Fig. 6(b) (Fig. 6(c)) acquires most of the power from the 
current (voltage) source and converts the current (voltage) 
source into an equivalent voltage (current) source for driving 
the other load. 

The identification of current or voltage driven load sub-
systems can be readily generalized to an n-parallel-load 
current-source system with the condition that RP>>(RW1||…
||RWn), (RP||RW2||…||RWn)>>RW1 and (RP||RW1) << RWi for i = 2…
n, where W1 is stable when it is connected to an ideal current 
source, and Wi (i = 2…n) is stable when connected to an 
ideal voltage source. Similarly, it can be generalized to an 
n-series-load voltage-source system with the condition that 
RS<<(RW1+…+RWn), (RS+RW2+…+RWn)<<RW1 and (RS +RW1)>>  
RWi for i = 2…n, where W1 is stable when connected to an 
ideal voltage source, and Wi (i = 2…n) is stable when con-
nected to an ideal current source.

The stability of each subsystem can thus be assessed by 
applying the source system identified. The system is stable 
when all subsystems satisfy the individually identified Mid-
dlebrook stability criterion or its dual. 

Similarly, for the system shown in Fig. 7(b), W1 should be 
designed for a current source system and satisfies C2 and C3 
with

(11)

For each voltage-source converter Sk, conditions C1 and C3 

should be satisfied with

(12)

IV. multI-sourcE systEms

The circuit for multi-source systems is represented in Fig. 
7 by direct translation from Fig. 1, where the source S1 is 
considered as load and the loads W1, …, Wn are considered as 
sources S1, … , Sn. Since the circuits of Figs. 7(a) and (d) are 
dual, and so are the circuits of Figs. 7(b) and (c), it is suffice 
to consider the stability criteria for the circuits of Figs. 7(a) 
and (b).

In Fig. 7(a), if the voltage-source converters are active 
current-sharing converters [16], they are dependent convert-
ers and should be considered as a single voltage converter 
whose stability should be assessed according to the control 
algorithm used. The overall stable converter can be com-
bined as a single voltage converter. If they are independent 
converters, the stability can be assessed using the approach 
described in Section III from the perspective of each con-
verter and using the appropriate stability criterion of either 
V1 to V3, or C1 to C3. Specifically, L1 should be designed 
for a voltage-source system, satisfying V2 and V3 with

(13)

For each voltage-source converter Sk, conditions V1 and V3 
with

(14)

should be satisfied. It should be noted that if the Nyquist 
stability criterion on TυW  of (13) and that on TυS  of (14) are 
satisfied, then the Nyquist stability criterion on Tυ of (2) is 
satisfied. However, the converse may not be true.

It is also noted that for n = 2 and the system not being 

loaded by W1, we have TυS  =        and TυS  = TυS
-1 . Hence, the 

conservative condition V3(b) cannot be satisfied for each 
converter. Moreover, for multiple parallel voltage-source 
system, the output impedance, apart from being a source im-
pedance, is also a load impedance of other participating volt-
age sources. In terms of stability, the output impedance of a 
voltage-source converter in a single source system can be de-
signed with sufficient stability margin without any righthalf-
plane zero. However, for a stable multiple voltage-source 
system, the output impedances should be designed without 
any right-half-plane zero.Fig. 7. Impedance-based models of a load converter W1 and n source con-

verters S1,…, Sn.

Zs1

Zs2
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V. IllustrAtIVE EXAmPlE: sInGlE-currEnt-sourcE 
two-loAd systEm

A. Inductive Power Transfer Converter

In this section, the single-source two-load system shown 
in Fig. 6(b) is selected for design and verification. As shown 
in the block diagram of Fig. 8, an IPT converter will be 
selected as S1 which can operate with its most efficient 
configuration and has a current output. Two independent-
ly controlled DC-DC PWM converters W1 and W2 will be 
designed as load converters of the system. The source con-
verter S1 and load converters W1 and W2 have internal DC 
operation models shown in Fig. 6(b). S1 has an equivalent 
resistance RP which takes into account the losses due to the 
IPT transformer windings, magnetic cores and electronic 
devices. Such an IPT converter normally has a switching 
frequency current ripple filtering capacitor CO which may 
pose constraints on the design of load converters W1 and 
W2. Using the extra stability conditions developed in Sec-
tion III, subsystem W1 should be designed stable when it is 
connected with a current-source input, while subsystem W2 
should be designed stable when it is connected with a volt-
age-source input. Hence, a stable system has RW1<<(RP||RW2) 
and RW2>>(RP||RW1). Moreover, to be qualified as a cur-
rent-source converter, RP>>(RW1||RW2).

Existing PWM converters as shown in Fig. 9 are mostly 

designed with a voltage-source input. The current-source-in-
put converter can be derived from the basic voltage-source 
converter based on duality principle [15], as shown in Fig. 
10. However, converters in Figs. 10(a) and (c) are not com-
patible with the filtering capacitor CO without appropriate 
modification. In this example, a higher power dual-boost 
converter and a lower power buck converter will be chosen 
as the two parallel load converters W1 and W2 respectively.

B. Experimental Evaluation

Fig. 11 shows the detailed schematics of subsystems S1, 
W1 and W2 of the system shown in Fig. 8 with parameters 
given in TABLE I. The input voltage of  S1 is VIN = 30 V. 
Since the SSIPT converter operates at resonant frequency 
fS, the output current is load-independent [4]-[7], [9]. The 
equivalent DC output current of the IPT converter can be 

estimated as IO =         VIN             = 2.05 A. 

In this system, W1 regulates an output current of IO1=3 
A, driving a load R1=3.75 Ω at a power of 33.75 W. Also, 
W2 regulates an output voltage of UO2 =15 V, driving a load 
R2=35 Ω at a power of 6.43 W. Using the viewpoint of pow-

Fig. 8. Block diagram of the single-current-source two-load system.

Fig. 9. Basic PWM voltage converters.

Fig. 10. Basic PWM current converters.
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er balance and ignoring the power loss of the converters, the 
bus voltage can be estimated using VIO=(33.75+6.43) W as 
V=19.6 V. The DC input equivalent resistances of the con-
verters on the voltage bus V are RW1=11.4 Ω (21.1 dBΩ) and 
RW2=59.8 Ω (35.5 dBΩ). These resistances should guarantee 
RW1 << (RP || RW2) and RW2 >> (RP || RW1). The converters are 
built and their impedances are measured and given in the 
following subsections.

C. Output Resistance of the SSIPT Converter

Fig. 12(a) shows measured steady-state output current IS 
versus load resistance RL of S1. The low-frequency output 
transfer function can be represented by a Norton equivalent 
circuit with a parallel connection of current IO=2.05 A and 
resistance RP=350 Ω. Fig. 12(b) shows the small signal out-
put impedance of S1. With a bandwidth from 0 Hz to 1 kHz, 
S1 should be stable driving an impedance lower than 50 
dBΩ .

D. Input Resistance of Load Converters

Measured bus voltage versus input current of the two 
PWM converters are shown as data points marked as ‘*’ 

in Fig. 13. The dotted lines are constant power curves of 
the converters. Small-signal impedances of the converters 
are also measured and shown in Fig. 14, where W1 is stable 
when it is driven by an ideal current source with infinite 
impedance, and W2 is stable when it is driven by an ideal 
voltage source with zero output impedance.

Fig. 11. Schematic of the single-current-source two-load subsystems.

Fig. 12. Output characteristics of S1. (a) Steady-state output current IO ver-
sus load resistance RL. (b) Small signal response of output impedance.

Fig. 13. Measured input VI steady-state characteristics of PWM converters 
W1 and W2. The dotted constant power curves fit well with the input powers 
33.75 W of W1 and 6.43 W of W2.
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E. Stability Verification

From the measurements taken in Section V-D, small-sig-
nal responses of the three converters are compared with 
emphasis of the local stability of each converter. Fig. 15 indi-
cates that the converters are all locally stable within the mea-
sured bandwidth from 0 Hz to 1 kHz. To verify the system 
stability in general, step transient responses are measured.

The control of the subsystems are tested by maintaining 
power balance at steady state. Firstly, the control of W2 is 
disabled by fixing D2, such that it behaves as a resistor of 

RL2=       . Then, W1 is tested for its stability under closed-

loop control. Fig. 16(a) shows the step response to a sudden 
reduction of the output reference current IRef1 of W1. It shows 
that RL1 decreases with decreasing output power, which co-
incides with the slope of the operating point RL1 in Fig. 5. 

A similar experiment is done to test the stability of the 
control for W2. The duty cycle of W1 is disabled by fixing 

D1, such that it behaves as a resistor of RW1=       . W2 is 

tested for its stability under closed-loop control. Fig. 16(b) 
shows the step response to a sudden reduction of the output 
voltage reference URef2 of W2. It shows that RW2 increases 
with decreasing output power, which coincides with the 
slope of the operating point RLy shown in Fig. 5. 

Finally, W1 and W2 are controlled independently. Fig. 
17 shows the system in response to the cold start of W2. It 
shows that the single-current-source-two-load system is 
stable, when the design is based on the generalized stability 
criteria developed in this paper.

Fig. 15. Measured magnitude of impedance ratio for verification of local 
stability within the bandwidth from 0 Hz to 1 kHz for (a) converter S1 using 
C3(a), (b) converter W1 using C3(a), and (c) converter W2 using V3(a).

Fig. 14. Measured input impedances of PWM converters.
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VI. conclusIon

Impedance-based stability criteria for cascaded systems 
of converters is revisited in this paper. A more general set 

of criteria is presented here, which is suitable for the design 
of systems consisting of a single source cascaded with mul-
tiple load converters. This set of impedance-based stability 
criteria can be conveniently applied to a current output con-
verter cascaded with multiple independently controlled cur-
rent and voltage converters, such as those used in inductive 
power transfer systems.
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Fig. 16. Step response of the system. (a) Sudden reduction of the output 
reference current IRef1 of W1 leading to a reduction of input voltage V , a 
characteristic of a current source system. Traces UO1 and IO1 are the output 
voltage and current of W1. Trace RW1, input resistance of W1, is calculated 

based on measured data, using RW1 =             , where the loss of the convert-

er is ignored. (b) Sudden reduction of the output voltage reference URef2 of 
W2, leading to an increment of V , a characteristic of a voltage source sys-
tem. Traces UO2 and IO2 are output voltage and current of W2. Trace RW2 is 

the input equivalent resistance of W2, calculated using RW2 =             , where 

the loss of the converter is ignored.

Fig. 17. System response to cold start of W2. Traces I1 and IO1 are input and 
output currents of W1. Traces V and UO2 are input and output voltages of W2.
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